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Introducing Veritas Cluster
Server

This chapter includes the following topics:

= About Veritas Cluster Server

= About VCS basics

= About VCS features

= About VCS optional components

= About Symantec Operations Readiness Tools

= About configuring VCS clusters for data integrity

About Veritas Cluster Server

Veritas™ Cluster Server by Symantec is a high-availability solution for applications
and services configured in a cluster. Veritas Cluster Server (VCS) monitors systems
and application services, and restarts services when hardware or software fails.

About VCS basics

A single VCS cluster consists of multiple systems that are connected in various
combinations to storage devices. When a system is part of a VCS cluster, it is called
a node. VCS monitors and controls applications running in the cluster on nodes,
and restarts applications in response to a variety of hardware or software faults.

Applications can continue to operate with little or no downtime. In some cases, such
as NFS, this continuation is transparent to high-level applications and users. In
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other cases, a user might have to retry an operation, such as a Web server reloading
a page.

Figure 1-1 illustrates a typical VCS configuration of four nodes that are connected
to shared storage.

Figure 1-1 Example of a four-node VCS cluster

Client workstation Client workstation

Public network

VCS private VCS nodes

network

Storage network

Shared storage

Client workstations receive service over the public network from applications running
on VCS nodes. VCS monitors the nodes and their services. VCS nodes in the
cluster communicate over a private network.

About multiple nodes

VCS runs in a replicated state on each node in the cluster. A private network enables
the nodes to share identical state information about all resources. The private
network also recognizes active nodes, nodes that join or leave the cluster, and
failed nodes. The private network requires two communication channels to guard
against network partitions.

About shared storage

A VCS hardware configuration typically consists of multiple nodes that are connected
to shared storage through I/O channels. Shared storage provides multiple systems
with an access path to the same data. It also enables VCS to restart applications
on alternate nodes when a node fails, which ensures high availability.

VCS nodes can only access physically-attached storage.
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Figure 1-2 illustrates the flexibility of VCS shared storage configurations.

Figure 1-2 Two examples of shared storage configurations
Fully shared storage Distributed shared storage
Nodel Node2 Node3 Node4 )
é Storage3 Storage2
Storage
Node3

About LLT and GAB

VCS uses two components, LLT and GAB, to share data over private networks
among systems. These components provide the performance and reliability that
VCS requires.

LLT (Low Latency Transport) provides fast kernel-to-kernel communications, and
monitors network connections.

GAB (Group Membership and Atomic Broadcast) provides globally ordered message
that is required to maintain a synchronized state among the nodes.

About network channels for heartbeating

For the VCS private network, two network channels must be available to carry
heartbeat information. These network connections also transmit other VCS-related
information.

Each cluster configuration requires at least two network channels between the
systems. The requirement for two channels protects your cluster against network
partitioning. For more information on network partitioning, refer to the Veritas Cluster
Server Administrator's Guide.

Figure 1-3 illustrates a two-node VCS cluster where the nodes galaxy and nebula
have two private network connections.
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Figure 1-3 Two Ethernet connections connecting two nodes
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About preexisting network partitions

A preexisting network partition refers to failure in the communication channels that
occurs while the systems are down and VCS cannot respond. When the systems
start, VCS seeding reduces vulnerability to network partitioning, regardless of the
cause of the failure.

About VCS seeding

To protect your cluster from a preexisting network partition, VCS uses the concept
of seeding. Seeding is a function of GAB that determines whether or not all nodes
have joined a cluster. For this determination, GAB requires that you declare the
number of nodes in the cluster. Note that only seeded nodes can run VCS.

GAB automatically seeds nodes under the following conditions:
= An unseeded node communicates with a seeded node
= All nodes in the cluster are unseeded but can communicate with each other

When the last system starts and joins the cluster, the cluster seeds and starts VCS
on all nodes. You can then bring down and restart nodes in any combination.
Seeding remains in effect as long as at least one instance of VCS is running
somewhere in the cluster.

Perform a manual seed to run VCS from a cold start when one or more systems of
the cluster are unavailable. VCS does not start service groups on a system until it
has a seed. However, if you have 1/O fencing enabled in your cluster, you can still
configure GAB to automatically seed the cluster even when some cluster nodes
are unavailable.

See the Veritas Cluster Server Administrator's Guide.
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About VCS features

VCS offers the following features that you can configure during VCS configuration:

VCS notifications See “About VCS notifications” on page 26.
VCS global clusters See “About global clusters” on page 26.
I/0 fencing See “About I/O fencing” on page 26.

About VCS notifications

You can configure both Simple Network Management Protocol (SNMP) and Simple
Mail Transfer Protocol (SMTP) notifications for VCS. Symantec recommends you
to configure at least one of these notifications. You have the following options:

= Configure SNMP trap notification of VCS events using the VCS Notifier
component.

= Configure SMTP email notification of VCS events using the VCS Notifier
component.

See the Veritas Cluster Server Administrator’s Guide.

About global clusters

Global clusters provide the ability to fail over applications between geographically
distributed clusters when disaster occurs. You require a separate license to configure
global clusters. You must add this license during the installation. The installer only
asks about configuring global clusters if you have used the global cluster license.

See the Veritas Cluster Server Administrator's Guide.

About 1/O fencing

I/O fencing protects the data on shared disks when nodes in a cluster detect a
change in the cluster membership that indicates a split-brain condition.

The fencing operation determines the following:
= The nodes that must retain access to the shared storage
= The nodes that must be ejected from the cluster

This decision prevents possible data corruption. When you install VCS, the installer
installs the vrRTsvxfen package, which includes the I/O fencing driver. To protect
data on shared disks, you must configure 1/O fencing after you install and configure
VCS.

26
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I/O fencing technology uses coordination points for arbitration in the event of a
network partition.

I/0 fencing coordination points can be coordinator disks or coordination point servers
(CP servers) or both. You can configure disk-based or server-based /O fencing:

Disk-based 1/O fencing I/0 fencing that uses coordinator disks is referred
to as disk-based 1/O fencing.

Disk-based I/O fencing ensures data integrity in a
single cluster.

Server-based I/O fencing I/0 fencing that uses at least one CP server system
is referred to as server-based I/O fencing.
Server-based fencing can include only CP servers,
or a mix of CP servers and coordinator disks.

Server-based I/0 fencing ensures data integrity in
clusters.

In virtualized environments that do not support
SCSI-3 PR, VCS supports non-SCSI-3
server-based /O fencing.

See “About planning to configure 1/O fencing” on page 87.

Note: Symantec recommends that you use I/O fencing to protect your cluster against
split-brain situations.

See the Veritas Cluster Server Administrator's Guide.

About VCS optional components

You can add the following optional components to VCS:

Veritas Operations Manager See “About Veritas Operations Manager” on page 28.
Cluster Manager (Java console) See “About Cluster Manager (Java Console)” on page 28.

VCS Simulator See “About VCS Simulator” on page 28.
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About Veritas Operations Manager

Veritas Operations Manager provides a centralized management console for Veritas
Storage Foundation and High Availability products. You can use Veritas Operations
Manager to monitor, visualize, and manage storage resources and generate reports.

Symantec recommends using Veritas Operations Manager (VOM) to manage
Storage Foundation and Cluster Server environments.

You can download Veritas Operations Manager at no charge at
http://go.symantec.com/vom.

Refer to the Veritas Operations Manager documentation for installation, upgrade,
and configuration instructions.

If you want to manage a single cluster using Cluster Manager (Java Console), a
version is available for download from
https://www4.symantec.com/Vrt/offer?a_id=89446. You cannot manage the new
features of this release using the Java Console. Veritas Cluster Server Management
Console is deprecated.

About Cluster Manager (Java Console)

Cluster Manager (Java Console) offers administration capabilities for your cluster.
Use the different views in the Java Console to monitor and manage clusters and
Veritas Cluster Server (VCS) objects, including service groups, systems, resources,
and resource types. You cannot manage the new features of releases 6.0 and later
using the Java Console.

See Veritas Cluster Server Administrator's Guide.

If you want to manage a single cluster using Cluster Manager (Java Console), the
latest version is available for download from https://sort.symantec.com/vom. You
will need a (free) SymAccount for downloading.

The Veritas Cluster Server Management Console is deprecated. Symantec
recommends using Veritas Operations Manager to manage Storage Foundation
and Cluster Server environments.

About VCS Simulator

VCS Simulator enables you to simulate and test cluster configurations. Use VCS
Simulator to view and modify service group and resource configurations and test
failover behavior. VCS Simulator can be run on a stand-alone system and does not
require any additional hardware. You can install VCS Simulator only on a Windows
operating system.
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VCS Simulator runs an identical version of the VCS High Availability Daemon (HAD)
as in a cluster, ensuring that failover decisions are identical to those in an actual
cluster.

You can test configurations from different operating systems using VCS Simulator.
For example, you can run VCS Simulator to test configurations for VCS clusters on
Windows, AIX, HP-UX, Linux, and Solaris operating systems. VCS Simulator also
enables creating and testing global clusters.

You can administer VCS Simulator from the Java Console or from the command
line.

To download VCS Simulator, go to http://go.symantec.com/vcsm_download.

About Symantec Operations Readiness Tools

Symantec Operations Readiness Tools (SORT) is a Web site that automates and
simplifies some of the most time-consuming administrative tasks. SORT helps you
manage your datacenter more efficiently and get the most out of your Symantec
products.

Among its broad set of features, SORT lets you do the following:

= Generate server-specific reports that describe how to prepare your servers for
installation or upgrade of Symantec enterprise products.

= Access a single site with the latest production information, including patches,
agents, and documentation.

» Create automatic email notifications for changes in patches, documentation,
and array-specific modules.

To access SORT, go to:

https://sort.symantec.com

About configuring VCS clusters for data integrity

When a node fails, VCS takes corrective action and configures its components to
reflect the altered membership. If an actual node failure did not occur and if the
symptoms were identical to those of a failed node, then such corrective action would
cause a split-brain situation.

Some example scenarios that can cause such split-brain situations are as follows:

= Broken set of private networks
If a system in a two-node cluster fails, the system stops sending heartbeats over
the private interconnects. The remaining node then takes corrective action. The
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failure of the private interconnects, instead of the actual nodes, presents identical
symptoms and causes each node to determine its peer has departed. This
situation typically results in data corruption because both nodes try to take control
of data storage in an uncoordinated manner.

= System that appears to have a system-hang
If a system is so busy that it appears to stop responding, the other nodes could
declare it as dead. This declaration may also occur for the nodes that use the
hardware that supports a "break" and "resume" function. When a node drops
to PROM level with a break and subsequently resumes operations, the other
nodes may declare the system dead. They can declare it dead even if the system
later returns and begins write operations.

I/O fencing is a feature that prevents data corruption in the event of a communication
breakdown in a cluster. VCS uses I/O fencing to remove the risk that is associated
with split-brain. I/O fencing allows write access for members of the active cluster.
It blocks access to storage from non-members so that even a node that is alive is
unable to cause damage.

After you install and configure VCS, you must configure 1/O fencing in VCS to ensure
data integrity.

See “About planning to configure 1/0O fencing” on page 87.

About I/O fencing for VCS in virtual machines that do not support

SCSI-3 PR

In a traditional I/O fencing implementation, where the coordination points are
coordination point servers (CP servers) or coordinator disks, Veritas Clustered
Volume Manager and Veritas I/O fencing modules provide SCSI-3 persistent
reservation (SCSI-3 PR) based protection on the data disks. This SCSI-3 PR
protection ensures that the I/O operations from the losing node cannot reach a disk
that the surviving sub-cluster has already taken over.

See the Veritas Cluster Server Administrator's Guide for more information on how
I/O fencing works.

In virtualized environments that do not support SCSI-3 PR, VCS attempts to provide
reasonable safety for the data disks. VCS requires you to configure non-SCSI-3
server-based I/O fencing in such environments. Non-SCSI-3 fencing uses CP
servers as coordination points with some additional configuration changes to support
I/O fencing in such environments.

See “Setting up non-SCSI-3 server-based I/O fencing in virtual environments using
installvcs program” on page 158.

See “Setting up non-SCSI-3 fencing in virtual environments manually” on page 262.
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About I/O fencing components

The shared storage for VCS must support SCSI-3 persistent reservations to enable
I/O fencing. VCS involves two types of shared storage:

s Data disks—Store shared data
See “About data disks” on page 31.

= Coordination points—Act as a global lock during membership changes
See “About coordination points” on page 31.

About data disks

Data disks are standard disk devices for data storage and are either physical disks
or RAID Logical Units (LUNSs).

These disks must support SCSI-3 PR and must be part of standard VxVM disk
groups. VxVM is responsible for fencing data disks on a disk group basis. Disks
that are added to a disk group and new paths that are discovered for a device are
automatically fenced.

About coordination points

Coordination points provide a lock mechanism to determine which nodes get to
fence off data drives from other nodes. A node must eject a peer from the
coordination points before it can fence the peer from the data drives. VCS prevents
split-brain when vxfen races for control of the coordination points and the winner
partition fences the ejected nodes from accessing the data disks.

Note: Typically, a fencing configuration for a cluster must have three coordination
points. Symantec also supports server-based fencing with a single CP server as
its only coordination point with a caveat that this CP server becomes a single point
of failure.

The coordination points can either be disks or servers or both.

» Coordinator disks

Disks that act as coordination points are called coordinator disks. Coordinator
disks are three standard disks or LUNs set aside for I/O fencing during cluster
reconfiguration. Coordinator disks do not serve any other storage purpose in
the VCS configuration.

You can configure coordinator disks to use Veritas Volume Manager Dynamic
Multi-pathing (DMP) feature. Dynamic Multi-pathing (DMP) allows coordinator
disks to take advantage of the path failover and the dynamic adding and removal
capabilities of DMP. So, you can configure /O fencing to use either DMP devices
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or the underlying raw character devices. I/O fencing uses SCSI-3 disk policy
that is either raw or dmp based on the disk device that you use. The disk policy
is dmp by default.

See the Veritas Storage Foundation Administrator’s Guide.

Coordination point servers

The coordination point server (CP server) is a software solution which runs on
a remote system or cluster. CP server provides arbitration functionality by
allowing the VCS cluster nodes to perform the following tasks:

= Self-register to become a member of an active VCS cluster (registered with
CP server) with access to the data drives

= Check which other nodes are registered as members of this active VCS
cluster

= Self-unregister from this active VCS cluster

= Forcefully unregister other nodes (preempt) as members of this active VCS
cluster

In short, the CP server functions as another arbitration mechanism that integrates

within the existing 1/0 fencing module.

Note: With the CP server, the fencing arbitration logic still remains on the VCS
cluster.

Multiple VCS clusters running different operating systems can simultaneously
access the CP server. TCP/IP based communication is used between the CP
server and the VCS clusters.

About preferred fencing

The I/O fencing driver uses coordination points to prevent split-brain in a VCS
cluster. By default, the fencing driver favors the subcluster with maximum number
of nodes during the race for coordination points. With the preferred fencing feature,
you can specify how the fencing driver must determine the surviving subcluster.

You can configure the preferred fencing policy using the cluster-level attribute
PreferredFencingPolicy for the following:

Enable system-based preferred fencing policy to give preference to high capacity
systems.

Enable group-based preferred fencing policy to give preference to service groups
for high priority applications.

Disable preferred fencing policy to use the default node count-based race policy.
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See the Veritas Cluster Server Administrator's Guide for more details.

See “Enabling or disabling the preferred fencing policy” on page 160.
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This chapter includes the following topics:

Important preinstallation information for VCS
Hardware requirements for VCS

Disk space requirements

Supported operating systems

Supported software for VCS

1/O fencing requirements

Number of nodes supported

Discovering product versions and various requirement information

Important preinstallation information for VCS

Before you install VCS, make sure that you have reviewed the following information:

The hardware compatibility list contains information about supported hardware
and is updated regularly. For the latest information on supported hardware visit
the following URL:

http://www.symantec.com/docs/TECH170013

Before installing or upgrading VCS, review the current compatibility list to confirm
the compatibility of your hardware and software.

For important updates regarding this release, review the Late-Breaking News
TechNote on the Symantec Technical Support website:
http://www.symantec.com/docs/TECH164885

You can install VCS on clusters of up to 64 systems.
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System requirements
Hardware requirements for VCS

Every system where you want to install VCS must meet the hardware and the
software requirements.

Hardware requirements for VCS

Table 2-1 lists the hardware requirements for a VCS cluster.

Table 2-1

Hardware requirements for a VCS cluster

Item

Description

VCS nodes

From 1 to 64 SPARC or x64 systems running either Oracle Solaris 10
or Oracle Solaris 11 as appropriate.

DVD drive

One drive in a system that can communicate to all the nodes in the
cluster.

Disks

Typical VCS configurations require that the applications are configured
to use shared disks/storage to enable migration of applications between
systems in the cluster.

The VCS /O fencing feature requires that all data and coordinator disks
support SCSI-3 Persistent Reservations (PR).

See “About planning to configure I/O fencing” on page 87.

Disk space

See “Disk space requirements” on page 36.

Note: VCS may require more temporary disk space during installation
than the specified disk space.

Ethernet
controllers

In addition to the built-in public Ethernet controller, VCS requires at
least one more Ethernet interface per system. Symantec recommends
two additional network interfaces for private interconnects.

You can also configure aggregated interfaces.

Symantec recommends that you turn off the spanning tree algorithm
on the switches used to connect private network interfaces..

Fibre Channel or
SCSI host bus
adapters

Typical VCS configuration requires at least one SCSI or Fibre Channel
Host Bus Adapter per system for shared data disks.

RAM

Each VCS node requires at least 1024 megabytes.
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Disk space requirements

Before installing your products, confirm that your system has enough free disk
space.

Use the Perform a Pre-installation Check (P) menu for the Web-based installer
to determine whether there is sufficient space.

Or, go to the installation directory and run the installer with the -precheck option.
# ./installer -precheck

See “About the Veritas installer” on page 44.

Supported operating systems

For information on supported operating systems, see the Veritas Cluster Server
Release Notes.

Supported software for VCS

VCS supports the following versions of Veritas Storage Foundation:

Veritas Storage Foundation: Veritas Volume Manager (VxVM) with Veritas File
System (VxFS)

Oracle Solaris 11
= Storage Foundation 6.0.1
= VXVM 6.0.1 with VxFS 6.0.1
= Storage Foundation 6.0PR1
= VXVM 6.0PR1 with VXFS 6.0PR1
Oracle Solaris 10
= Storage Foundation 6.0.1
= VXVM 6.0.1 with VxFS 6.0.1
» Storage Foundation 6.0
= VXVM 6.0 with VxFS 6.0

Note: VCS supports the previous and the next versions of Storage Foundation to
facilitate product upgrades.
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I/0 fencing requirements

Depending on whether you plan to configure disk-based fencing or server-based
fencing, make sure that you meet the requirements for coordination points:

= Coordinator disks
See “Coordinator disk requirements for 1/0 fencing” on page 37.

= CP servers
See “CP server requirements” on page 37.

To configure disk-based fencing or to configure server-based fencing with at least
one coordinator disk, make sure a version of Veritas Volume Manager (VxVM) that
supports SCSI-3 persistent reservations (SCSI-3 PR) is installed on the VCS cluster.

See the Veritas Storage Foundation and High Availability Installation Guide.

If you have installed VCS in a virtual environment that is not SCSI-3 PR compliant,
review the requirements to configure non-SCSI-3 server-based fencing.

See “Non-SCSI-3 I/O fencing requirements” on page 41.

Coordinator disk requirements for 1/O fencing
Make sure that the I/O fencing coordinator disks meet the following requirements:

= For disk-based I/O fencing, you must have at least three coordinator disks or
there must be odd number of coordinator disks.

= The coordinator disks can be raw devices, DMP devices, or iSCSI devices.

» Each of the coordinator disks must use a physically separate disk or LUN.
Symantec recommends using the smallest possible LUNs for coordinator disks.

= Each of the coordinator disks should exist on a different disk array, if possible.
= The coordinator disks must support SCSI-3 persistent reservations.
= Symantec recommends using hardware-based mirroring for coordinator disks.

= Coordinator disks must not be used to store data or must not be included in disk
groups that store user data.

= Coordinator disks cannot be the special devices that array vendors use. For
example, you cannot use EMC gatekeeper devices as coordinator disks.

CP server requirements

VCS 6.0.1 clusters (application clusters) support coordination point servers (CP
servers) which are hosted on the following VCS and SFHA versions:
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VCS 6.0.1, VCS 6.0, VCS 6.0 PR1, VCS 6.0 RP1, VCS 5.1SP1, or VCS 5.1
single-node cluster

Single-node VCS clusters with VCS 5.1 SP1 RP1 and later or VCS 6.0 and later
that hosts CP server does not require LLT and GAB to be configured.

SFHA 6.0.1, SFHA 6.0, SFHA 6.0 PR1, SFHA 6.0 RP1, 5.1SP1, or 5.1 cluster

Warning: Before you upgrade 5.1 CP server nodes to use VCS or SFHA 6.0.1, you
must upgrade all the application clusters that use this CP server to version 6.0.1.
Application clusters at version 5.1 cannot communicate with CP server that runs
VCS or SFHA 5.1 SP1 or later.

Make sure that you meet the basic hardware requirements for the VCS/SFHA cluster
to host the CP server.

See the Veritas Storage Foundation High Availability Installation Guide.

See “Hardware requirements for VCS” on page 35.

Note: While Symantec recommends at least three coordination points for fencing,
a single CP server as coordination point is a supported server-based fencing
configuration. Such single CP server fencing configuration requires that the
coordination point be a highly available CP server that is hosted on an SFHA cluster.

Make sure you meet the following additional CP server requirements which are
covered in this section before you install and configure CP server:

Hardware requirements
Operating system requirements
Networking requirements (and recommendations)

Security requirements

Table 2-2 lists additional requirements for hosting the CP server.
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Table 2-2 CP server hardware requirements

Hardware required

Description

Disk space

To host the CP server on a VCS cluster or SFHA cluster,
each host requires the following file system space:

= 550 MB in the /opt directory (additionally, the language
pack requires another 15 MB)

x 300 MB in /usr

» 20 MB in /var

= 10 MB in /etc (for the CP server database)

See “Disk space requirements” on page 36.

Storage

When CP server is hosted on an SFHA cluster, there must
be shared storage between the nodes of this SFHA cluster.

RAM

Each CP server requires at least 512 MB.

Network

Network hardware capable of providing TCP/IP connection
between CP servers and VCS clusters (application clusters).

Table 2-3 displays the CP server supported operating systems and versions. An
application cluster can use a CP server that runs any of the following supported

operating systems.

Table 2-3 CP server supported operating systems and versions

CP server

Operating system and version

CP server hosted on a VCS
single-node cluster or on an
SFHA cluster

CP server supports any of the following operating systems:

s AIX6.1and 7.1
=« HP-UX 11iv3
s Linux:
=« RHELS5
= RHELG6
= SLES 10
s SLES 11
s Oracle Solaris 10
s Oracle Solaris 11

Review other details such as supported operating system
levels and architecture for the supported operating systems.

See the Veritas Cluster Server Release Notes or the Veritas
Storage Foundation High Availability Release Notes for that
platform.
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Following are the CP server networking requirements and recommendations:

Symantec recommends that network access from the application clusters to the
CP servers should be made highly-available and redundant. The network
connections require either a secure LAN or VPN.

The CP server uses the TCP/IP protocol to connect to and communicate with
the application clusters by these network paths. The CP server listens for
messages from the application clusters using TCP port 14250. This is the default
port that can be changed during a CP server configuration.

Symantec recommends that you configure multiple network paths to access a
CP server. If a network path fails, CP server does not require a restart and
continues to listen on all the other available virtual IP addresses.

The CP server supports either Internet Protocol version 4 or version 6 (IPv4 or
IPv6 addresses) when communicating with the application clusters. If the CP
server is configured to use an IPv6 virtual IP address, then the application
clusters should also be on the IPv6 network where the CP server is hosted.

When placing the CP servers within a specific network configuration, you must
take into consideration the number of hops from the different application cluster
nodes to the CP servers. As a best practice, Symantec recommends that the
number of hops and network latency from the different application cluster nodes
to the CP servers should be equal. This ensures that if an event occurs that
results in an 1/0O fencing scenario, there is no bias in the race due to difference
in number of hops or network latency between the CPS and various nodes.

For secure communication between the VCS cluster (application cluster) and the
CP server, review the following support matrix:

Communication CP server CP server
mode . .
in secure mode in non-secure mode
VCS cluster in secure  Yes Yes
mode
VCS cluster in Yes Yes

non-secure mode

For secure communications between the VCS and CP server, consider the following
requirements and suggestions:

In a secure communication environment, all CP servers that are used by the
application cluster must be configured with security enabled. A configuration
where the application cluster uses some CP servers running with security enabled
and other CP servers running with security disabled is not supported.
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= For non-secure communication between CP server and application clusters,
there is no need to configure Symantec Product Authentication Service. In
non-secure mode, authorization is still provided by CP server for the application
cluster users. The authorization that is performed only ensures that authorized
users can perform appropriate actions as per their user privileges on the CP
server.

For information about establishing secure communications between the application
cluster and CP server, see the Veritas Cluster Server Administrator's Guide.

Non-SCSI-3 I/O fencing requirements
Supported virtual environment for non-SCSI-3 fencing:

= Solaris 10 Update 7 and later, Oracle Solaris 11
Oracle VM Server for SPARC 2.0 and 2.1
Guest operating system: Oracle Solaris 10, Oracle Solaris 11

Make sure that you also meet the following requirements to configure non-SCSI-3
fencing in the virtual environments that do not support SCSI-3 PR:

= VCS must be configured with Cluster attribute UseFence set to SCSI3

= All coordination points must be CP servers

Number of nodes supported

VCS supports cluster configurations with up to 64 nodes.

Discovering product versions and various requirement
information

Symantec provides several methods to check the Veritas product you have installed,
plus various requirement information.

You can check the existing product versions using the installer command with
the -version option before or after you install. After you have installed the current
version of the product, you can use the showversion script in the /opt/VRTS/install
directory to find version information.

The information that the version option or the showversion script discovers on
systems includes the following:

= The installed version of all released Storage Foundation and High Availability
Suite of products
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= The required packages or patches (if applicable) that are missing

= The available updates (including patches or hotfixes) from Symantec Operations
Readiness Tools (SORT) for the installed products

To run the version checker
1 Mount the media.

2 Start the installer with the -version option.

# ./installer -version systeml system2



Planning to install VCS

This chapter includes the following topics:

= VCS installation methods

= Typical VCS cluster setup models

VCS installation methods

Table 3-1 lists the different methods you can choose to install and configure VCS:

Table 3-1 VCS installation methods

Method

Description

Interactive installation using the
script-based installer

You can use one of the following script-based
installers:

» Veritas product installer
Use to install and configure multiple Veritas
products.

s installvcs program
Use to install and configure just VCS.

The script-based installer asks you a series of

questions and installs and configures VCS based
on the information you provide.

Interactive installation using the
web-based installer

You can use a web-interface to install and
configure VCS.
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Table 3-1 VCS installation methods (continued)

Method Description

Automated installation using the VCS | Use response files to perform unattended
response files installations. You can generate a response file in
one of the following ways:

= Use the automatically generated response file
after a successful installation.

= Use the -makeresponsefile option to create a
response file.

Manual installation using the Solaris You can install VCS using the operating system
commands and utilities commands like pkgadd on Solaris 10 or pkg on
Solaris 11 and then manually configure VCS as
described in the section on Manual installation.

You can also install VCS using the JumpStart
utility.

About the Veritas installer
To install your Veritas product, use one of the following methods:

= The general product installer. The general product installer enables you to install
and configure the product, verify preinstallation requirements, and view the
product’s description. You perform the installation from a disc, and you are
prompted to choose a product to install.
See “Installing VCS using the installer” on page 82.

» Product-specific installation scripts. If you obtained a standalone Veritas product
from an electronic download site, the single product download files do not contain
the general product installer. Use the product installation script to install the
individual products. You can find these scripts at the root of the product media
in the scripts directory. These scripts are also installed with the product.

Table 3-2 lists all the SFHA Solutions product installation scripts. The list of product
installation scripts that you find on your system depends on the product that you
install on your system.

Note: The name of the script is different depending on whether you run the script
from the install media or from a system on which the product software is installed.




Table 3-2

Product installation scripts

Planning to install VCS | 45

VCS installation methods

Veritas product name

Product installation script
(When running the script
from the install media)

Product installation script
(When running the script
from a system on which
the SFHA Solutions
product is installed)

Veritas Cluster Server (VCS) | installvcs installvcs<version>
Veritas Storage Foundation |installsf installsf<version>
(SF)

Veritas Storage Foundation | installsfha installsfha<version>
and High Availability (SFHA)

Veritas Storage Foundation |installsfcfsha installsfcfsha<version>
Cluster File System High

Availability (SFCFSHA)

Veritas Storage Foundation |installsfrac installsfrac<version>

for Oracle RAC (SF Oracle
RAC)

Veritas Storage Foundation
for Sybase ASE CE (SF
Sybase CE)

installsfsybasece

installsfsybasece<version>

Veritas Dynamic installdmp installdmp<version>
Multi-Pathing
Symantec VirtualStore installsvs installsvs<version>

The scripts that are installed on the system include the product version in the script
name. For example, to install the VCS script from the install media, run the
installvcs program command. However, to run the script from the installed
binaries, run the installvcs program<version>command.

For example, for the 6.0.1 version:

# /opt/VRTS/install/installvcs program60l -configure

Note: Do notinclude the release version if you use the general product installer to

install the product.

At most points during the installation you can type the following characters for

different actions:
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Use b (back) to return to a previous section of the installation procedure. The
back feature of the installation scripts is context-sensitive, so it returns to the
beginning of a grouped section of questions.

Use control+c to stop and exit the program if an installation procedure hangs.
After a short delay, the script exits.

Use g to quit the installer.
Use > to display help information.

Use the Enter button to accept a default response.

See “Installation script options” on page 421.

About the VCS installation program

You can access the installvcs program from the command line or through the
Veritas product installer.

The VCS installation program is interactive and manages the following tasks:

Licensing VCS
Installing VCS packages on multiple cluster systems
Configuring VCS, by creating several detailed configuration files on each system

Starting VCS processes

You can choose to configure different optional features, such as the following:

SNMP and SMTP notification
VCS configuration in secure mode
The wide area Global Cluster feature

Cluster Virtual IP address

Review the highlights of the information for which installvcs program prompts you
as you proceed to configure.

See “About preparing to install VCS” on page 59.

The uninstallvcs program, a companion to installvcs program, uninstalls VCS
packages.

See “Preparing to uninstall VCS” on page 397.
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Features of the script-based installer

The script-based installer supports installing, configuring, upgrading, and uninstalling
VCS. In addition, the script-based installer also provides command options to
perform the following tasks:

= Check the systems for VCS installation requirements.
See “Performing automated preinstallation check” on page 72.

= Upgrade VCS if a previous version of VCS currently runs on a cluster.
See “Upgrading VCS using the script-based installer” on page 276.

= Start or stop VCS processes
See “Starting and stopping processes for the Veritas products ” on page 499.

= Enable or disable a cluster to run in secure mode
See the Veritas Cluster Server Administrator’s Guide.

= Configure I/O fencing for the clusters to prevent data corruption
See “Setting up disk-based I/O fencing using installvcs program” on page 141.
See “Setting up server-based I/O fencing using installvcs program” on page 149.
See “Setting up non-SCSI-3 server-based I/O fencing in virtual environments
using installvcs program” on page 158.

= Create a single-node cluster
See “Creating a single-node cluster using the installer program” on page 472.

= Add a node to an existing cluster
See “Adding nodes using the VCS installer” on page 369.

= Create a jumpstart finish script to install VCS using the JumpStart utility.
See “Installing VCS on Solaris 10 using JumpStart” on page 220.

» Perform automated installations using the values that are stored in a configuration
file.
See “Installing VCS using response files” on page 183.
See “Configuring VCS using response files” on page 188.
See “Upgrading VCS using response files” on page 301.

Interacting with the installvcs program

As you run the program, you are prompted to answer yes or no questions. A set of
responses that resemble [y, n, q, ?] (y) typically follow these questions. The
response within parentheses is the default, which you can select by pressing the
Enter key. Enter the ? character to get help to answer the prompt. Enter q to quit
the installation.
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Installation of VCS packages takes place only after you have confirmed the
information. However, you must remove the partially installed VCS files before you
run the installvcs program again.

See “Preparing to uninstall VCS” on page 397.

During the installation, the installer prompts you to type information. The installer
expects your responses to be within a certain range or in a specific format. The
installer provides examples. If you are prompted to enter an item from a list, enter
your selection exactly as it is shown in the list.

The installer also prompts you to answer a series of questions that are related to
a configuration activity. For such questions, you can enter the b character to return
to the first prompt in the series. When the installer displays a set of information
items you have entered, you are prompted to confirm it. If you answer n, the program
lets you reenter all of the information for the set.

You can install the VCS Java Console on a single system, which is not required to
be part of the cluster. Note that the installvcs program does not install the VCS Java
Console.

See “Installing the Java Console” on page 343.

About the Web-based installer

Use the Web-based installer interface to install Veritas products. The Web-based
installer can perform most of the tasks that the script-based installer performs.

You use the webinstaller script to start and stop the Veritas XPortal Server
xprtlwid process. The webinstaller script can also be used to check the status
of the XPortal Server.

When the webinstaller script starts the xprt1wid process, the script displays a
URL. Use this URL to access the Web-based installer from a Web browser such
as Internet Explorer or FireFox.

The Web installer creates log files whenever the Web installer is operating. While
the installation processes are operating, the log files are located in a session-based
directory under the /var/tmp directory. After the install process completes, the log
files are located in the /opt/VRTS/install/logs directory. Itis recommended that
you keep these files for auditing, debugging, and future use.

The location of the Veritas XPortal Server configuration file is
/var/opt/webinstaller/xprtlwid.conf.

See “Before using the Veritas Web-based installer” on page 164.

See “Starting the Veritas Web-based installer” on page 165.
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About response files

The installer generates a "response file" after performing an installer task such as
installation, configuration, uninstallation, or upgrade. These response files contain
the details that you provided to the installer questions in the form of values for the
response file variables. The response file also contains descriptions and explanations
of the variables and their values.

You can also create a response file using the -makeresponsefile option of the
installer.

The installer displays the location of the response file at the end of each successful
installer task. The installer saves the response file in the default location for the
install-related log files: /opt/VRTS/install/logs. If you provided a different log path
using the -1o0gpath option, the installer saves the response file in the path that you
specified.

The format of the response file name is:
lopt/VRTS/install/logs/installscript-YYYYMMDDHHS Sxxx
linstallscript-YYYYMMDDHHS Sxxx.response, where:

= installscript may be, for example: installer, webinstaller, installvcs program, or
uninstallvcs program

»  YYYYMMDDHHSS is the current date when the installscript is run and xxx are
three random letters that the script generates for an installation instance

For example:
lopt/VRTS/install/logs/installer-200910101010IdS/installer-200910101010IdS.response

You can customize the response file as required to perform unattended installations
using the -responsefile option of the installer. This method of automated
installations is useful in the following cases:

= To perform multiple installations to set up a large VCS cluster.
See “Installing VCS using response files” on page 183.

= To upgrade VCS on multiple systems in a large VCS cluster.
See “Upgrading VCS using response files” on page 301.

= To uninstall VCS from multiple systems in a large VCS cluster.
See “Uninstalling VCS using response files” on page 403.

Syntax in the response file

The syntax of the Perl statements that are included in the response file variables
varies. It can depend on whether the variables require scalar or list values.

For example, in the case of a string value:
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$CFG{Scalar_variable}:"value ;
or, in the case of an integer value:
SCFG{Scalar variable}=123;

or, in the case of a list:

SCFG{List variable}=["value", "value", "value"];

Typical VCS cluster setup models

VCS clusters support different failover configurations, storage configurations, and
cluster topologies.

See the Veritas Cluster Server Administrator's Guide for more details.
Some of the typical VCS setup models are as follows:

= Basic VCS cluster with two nodes
See “Typical configuration of two-node VCS cluster” on page 50.

= VCS clusters in secure mode
See “Typical configuration of VCS clusters in secure mode” on page 51.

= VCS clusters centrally managed using Veritas Operations Manager (VOM)
See “Typical configuration of VOM-managed VCS clusters” on page 52.

= VCS clusters with I/O fencing for data protection
See “Typical VCS cluster configuration with disk-based 1/0O fencing” on page 91.
See “Typical VCS cluster configuration with server-based 1/0O fencing”
on page 92.

= VCS clusters such as global clusters, replicated data clusters, or campus clusters
for disaster recovery
See the Veritas Cluster Server Administrator's Guide for disaster recovery cluster
configuration models.

Typical configuration of two-node VCS cluster

Figure 3-1 illustrates a simple VCS cluster setup with two Solaris SPARC systems.
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Figure 3-1 Typical two-node VCS cluster (Solaris SPARC systems)
Node: galaxy Node: nebula
afe:0 gfe:0
VCS private network .
gfe:1 gfe:1 \
hmeO hmeO

Public network

Cluster name: vcs_cluster2
Clusterid: 7

Figure 3-2 illustrates a a simple VCS cluster setup with two Solaris x64 systems.

Figure 3-2 Typical two-node VCS cluster (Solaris x64 systems)
Node: galaxy Node: nebula
e€1000g:0 e€1000g:0
VCS private network
e1000g:1 €1000g:1 \
bge0 bge0

Public network

Cluster name: vcs_cluster2
Clusterid: 7

Typical configuration of VCS clusters in secure mode

Enabling secure mode for VCS guarantees that all inter-system communication is
encrypted and that security credentials of users are verified.

Figure 3-3 illustrates typical configuration of VCS clusters in secure mode.
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Figure 3-3 Typical configuration of VCS clusters in secure mode

Multiple clusters

Cluster 1

Cluster 2

Each node is a root and
authentication broker

Each node is a root and
authentication broker

Single cluster

node2

Each node is a root and authentication broker

node3

Typical configuration of VOM-managed VCS clusters

Veritas Operations Manager (VOM) provides a centralized management console
for Veritas Storage Foundation and High Availability products.

See “About Veritas Operations Manager” on page 28.

Figure 3-4 illustrates a typical setup of VCS clusters that are centrally managed
using Veritas Operations Manager.
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Figure 3-4 Typical configuration of VOM-managed clusters

VOM Central Server and Symantec Product
Authentication Service

<

Cluster 1 Cluster 2



Licensing VCS

This chapter includes the following topics:
= About Veritas product licensing
= Obtaining VCS license keys

= Installing Veritas product license keys

About Veritas product licensing

You have the option to install Veritas products without a license key. Installation
without a license does not eliminate the need to obtain a license. A software license
is a legal instrument governing the usage or redistribution of copyright protected
software. The administrator and company representatives must ensure that a server
or cluster is entitled to the license level for the products installed. Symantec reserves
the right to ensure entitlement and compliance through auditing.

If you encounter problems while licensing this product, visit the Symantec licensing
support website.

www.symantec.com/techsupp/

The Veritas product installer prompts you to select one of the following licensing
methods:

= Install a license key for the product and features that you want to install.
When you purchase a Symantec product, you receive a License Key certificate.
The certificate specifies the product keys and the number of product licenses
purchased.

= Continue to install without a license key.
The installer prompts for the product modes and options that you want to install,
and then sets the required product level.
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Within 60 days of choosing this option, you must install a valid license key
corresponding to the license level entitled. If you do not comply with the above
terms, continuing to use the Symantec product is a violation of your end user
license agreement, and results in warning messages.

For more information about keyless licensing, see the following URL:
http://go.symantec.com/sfhakeyless

If you upgrade to this release from a prior release of the Veritas software, the installer
asks whether you want to upgrade the key to the new version. The existing license
keys may not activate new features in this release.

If you upgrade with the product installer, or if you install or upgrade with a method
other than the product installer, you must do one of the following to license the
products:

= Runthe vxkeyless command to set the product level for the products you have
purchased. This option also requires that you manage the server or cluster with
a management server.
See “Setting or changing the product level for keyless licensing” on page 218.
See the vxkeyless (1m) manual page.

» Use the vxlicinst command to install a valid product license key for the
products you have purchased.
See “Installing Veritas product license keys” on page 56.
See the vxlicinst (1m) manual page.

You can also use the above options to change the product levels to another level
that you are authorized to use. For example, you can add the replication option to
the installed product. You must ensure that you have the appropriate license for
the product level and options in use.

Note: In order to change from one product group to another, you may need to
perform additional steps.

Obtaining VCS license keys

If you decide to not use the keyless licensing, you must obtain and install a license
key for VCS.

See “About Veritas product licensing” on page 54.

This product includes a License Key certificate. The certificate specifies the product
keys and the number of product licenses purchased. A single key lets you install
the product on the number and type of systems for which you purchased the license.
A key may enable the operation of more products than are specified on the
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certificate. However, you are legally limited to the number of product licenses
purchased. The product installation procedure describes how to activate the key.

To register and receive a software license key, go to the Symantec Licensing Portal
at the following location:

https://licensing.symantec.com

Make sure you have your Software Product License document. You need information
in this document to retrieve and manage license keys for your Symantec product.
After you receive the license key, you can install the product.

Click the Help link at this site to access the License Portal User Guide and FAQ.

The VRTSvlic package enables product licensing. For information about the
commands that you can use after the installing VRTSvlic:

See “Installing Veritas product license keys” on page 56.

You can only install the Symantec software products for which you have purchased
a license. The enclosed software discs might include other products for which you
have not purchased a license.

Installing Veritas product license keys

The VRTSvlic package enables product licensing. After the VRTSVvlic is installed,
the following commands and their manual pages are available on the system:

vxlicinst Installs a license key for a Symantec product
vxlicrep Displays currently installed licenses
vxlictest Retrieves features and their descriptions

encoded in a license key

Even though other products are included on the enclosed software discs, you can
only use the Symantec software products for which you have purchased a license.

To install a new license

¢ Run the following commands. In a cluster environment, run the commands on
each node in the cluster:

# cd /opt/VRTS/bin

# ./vxlicinst -k license key

To see a list of your vxkeyless keys, enter the following command:
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# ./vxkeyless display

After you upgrade from a previous release, the output you see when you run the
vxkeyless display command includes the previous release's vxkeyless keys.
Each vxkeyless key name includes the suffix _<previous_release_version>. For
example, DMP_6.0, or SFENT_VR_5.1SP1, or VCS_GCO_5.1. During the upgrade
process, the CPl installer prompts you to update the vxkeyless keys to the current
release level. If you update the vxkeyless keys during the upgrade process, you no
longer see the _<previous_release_number> suffix after the keys are updated.
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Preparing to install VCS

This chapter includes the following topics:

= About preparing to install VCS

» Performing preinstallation tasks

» Getting your VCS installation and configuration information ready

= Making the IPS publisher accessible

About preparing to install VCS

Before you perform the preinstallation tasks, make sure you reviewed the installation
requirements, set up the basic hardware, and planned your VCS setup.

See “Important preinstallation information for VCS” on page 34.

Performing preinstallation tasks
Table 5-1 lists the tasks you must perform before proceeding to install VCS.

Table 5-1 Preinstallation tasks

Task Reference

Obtain license keys if you | See “Obtaining VCS license keys” on page 55.
do not want to use
keyless licensing.

Set up the private See “Setting up the private network” on page 60.
network.

Enable communication | See “Setting up inter-system communication” on page 493.
between systems.
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Preinstallation tasks (continued)

Task

Reference

Set up ssh on cluster
systems.

See “Setting up ssh on cluster systems” on page 493.

Set up shared storage for
1/0 fencing (optional)

See “Setting up shared storage” on page 63.

Creating root user

See “Creating root user” on page 67.

Set the PATH and the
MANPATH variables.

See “Setting the PATH variable” on page 68.
See “Setting the MANPATH variable” on page 68.

Disable the abort
sequence on SPARC
systems.

See “Disabling the abort sequence on SPARC systems”
on page 68.

Review basic instructions
to optimize LLT media
speeds.

See “Optimizing LLT media speed settings on private NICs”
on page 70.

Review guidelines to help
you set the LLT
interconnects.

See “Guidelines for setting the media speed of the LLT
interconnects” on page 70.

Install the
compatibility/ucb
additional packages from
Oracle Solaris repository.

For instructions, see the Oracle documentation.

Prepare zone
environments

See “Preparing zone environments” on page 70.

Mount the product disc

See “Mounting the product disc” on page 71.

Verify the systems before
installation

See “Performing automated preinstallation check” on page 72.

Setting up the private network

VCS requires you to set up a private network between the systems that form a

cluster. You can use either NICs or aggregated interfaces to set up private network.

You can use network switches instead of hubs. However, Oracle Solaris systems

assign the same MAC address to all interfaces by default. Thus, connecting two or

more interfaces to a network switch can cause problems.
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For example, consider the following case where:
= The IP address is configured on one interface and LLT on another
= Both interfaces are connected to a switch (assume separate VLANSs)

The duplicate MAC address on the two switch ports can cause the switch to
incorrectly redirect IP traffic to the LLT interface and vice versa. To avoid this issue,
configure the system to assign unique MAC addresses by setting the eeprom (1M)
parameter local-mac-address to true.

The following products make extensive use of the private cluster interconnects for
distributed locking:

= Veritas Storage Foundation Cluster File System (SFCFS)
= Veritas Storage Foundation for Oracle RAC (SF Oracle RAC)

Symantec recommends network switches for the SFCFS and the SF Oracle RAC
clusters due to their performance characteristics.

Refer to the Veritas Cluster Server Administrator's Guide to review VCS performance
considerations.

Figure 5-1 shows two private networks for use with VCS.
Figure 5-1 Private network setups: two-node and four-node clusters

Public network Public network

Private

network @

Private network switches or hubs

Symantec recommends configuring two independent networks between the cluster
nodes with a network switch for each network. You can also interconnect multiple
layer 2 switches for advanced failure protection. Such connections for LLT are
called cross-links.

Figure 5-2 shows a private network configuration with crossed links between the
network switches.
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Figure 5-2 Private network setup with crossed links

Public network

Private networks

Crossed link

To set up the private network

1

Install the required network interface cards (NICs).
Create aggregated interfaces if you want to use these to set up private network.
Connect the VCS private Ethernet controllers on each system.

Use crossover Ethernet cables, switches, or independent hubs for each VCS
communication network. Note that the crossover Ethernet cables are supported
only on two systems.

Ensure that you meet the following requirements:
= The power to the switches or hubs must come from separate sources.

= On each system, you must use two independent network cards to provide
redundancy.

= If a network interface is part of an aggregated interface, you must not
configure the network interface under LLT. However, you can configure the
aggregated interface under LLT.

= When you configure Ethernet switches for LLT private interconnect, disable
the spanning tree algorithm on the ports used for the interconnect.

During the process of setting up heartbeat connections, consider a case where
a failure removes all communications between the systems.

Note that a chance for data corruption exists under the following conditions:
» The systems still run, and

= The systems can access the shared storage.

Configure the Ethernet devices that are used for the private network such that
the autonegotiation protocol is not used. You can achieve a more stable
configuration with crossover cables if the autonegotiation protocol is not used.

To achieve this stable configuration, do one of the following:
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= Edit the /etc/system file to disable autonegotiation on all Ethernet devices
system-wide.

= Create a gfe.conf or bge.conf file in the /kernel/drv directory to disable
autonegotiation for the individual devices that are used for private network.

Refer to the Oracle Ethernet driver product documentation for information on
these methods.

5 Test the network connections. Temporarily assign network addresses and use
telnet Or ping to verify communications.

LLT uses its own protocol, and does not use TCP/IP. So, you must ensure that
the private network connections are used only for LLT communication and not
for TCP/IP traffic. To verify this requirement, unplumb and unconfigure any
temporary IP addresses that are configured on the network interfaces.

The installer configures the private network in the cluster during configuration.
You can also manually configure LLT.

See “Configuring LLT manually” on page 234.

About using ssh or rsh with the Veritas installer

The installer uses passwordless secure shell (ssh) or remote shell (rsh)
communications among systems. The installer uses the ssh or rsh daemon that
comes bundled with the operating system. During an installation, you choose the
communication method that you want to use. You then provide the installer with
the superuser passwords for the systems where you plan to install. The ssh or rsh
communication among the systems is removed when the installation process
completes, unless the installation abruptly terminates. If installation terminated
abruptly, use the installation script's -comcleanup option to remove the ssh or rsh
configuration from the systems.

See “Installation script options” on page 421.

In most installation, configuration, upgrade (where necessary), and uninstallation
scenarios, the installer can configure ssh or rsh on the target systems. In the
following scenarios, you need to set up ssh or rsh manually:

= When you perform installer sessions using a response file.

See “Setting up inter-system communication” on page 493.

Setting up shared storage

The following sections describe how to set up the SCSI and the Fibre Channel
devices that the cluster systems share.
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For 1/0 fencing, the data disks must support SCSI-3 persistent reservations. You
need to configure a coordinator disk group that supports SCSI-3 PR and verify that
it works.

See “About planning to configure 1/O fencing” on page 87.

See also the Veritas Cluster Server Administrator's Guide for a description of /0
fencing.

Setting up shared storage: SCSI disks

When SCSI devices are used for shared storage, the SCSI address or SCSl initiator
ID of each node must be unique. Since each node typically has the default SCSI
address of "7," the addresses of one or more nodes must be changed to avoid a
conflict. In the following example, two nodes share SCSI devices. The SCSI address
of one node is changed to "5" by using nvedit commands to edit the nvramrc script.

If you have more than two systems that share the SCSI bus, do the following:
= Use the same procedure to set up shared storage.
= Make sure to meet the following requirements:

= The storage devices have power before any of the systems

= Only one node runs at one time until each node's address is set to a unique
value

To set up shared storage

1 Install the required SCSI host adapters on each node that connects to the
storage, and make cable connections to the storage.

Refer to the documentation that is shipped with the host adapters, the storage,
and the systems.

With both nodes powered off, power on the storage devices.

3 Power on one system, but do not allow it to boot. If necessary, halt the system
so that you can use the ok prompt.

Note that only one system must run at a time to avoid address conflicts.

4  Find the paths to the host adapters:

{0} ok show-disks
...b) /sbus@6,0/QLGC,isp@2,10000/sd

The example output shows the path to one host adapter. You must include the
path information without the "/sd" directory, in the nvramrc script. The path
information varies from system to system.
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Edit the nvramrc script on to change the scsi-initiator-id to 5. (The Solaris
OpenBoot 3.x Command Reference Manual contains a full list of nvedit
commands and keystrokes.) For example:

{0} ok nvedit

As you edit the script, note the following points:

Each line is numbered, 0:, 1:, 2:, and so on, as you enter the nvedit
commands.

On the line where the scsi-initiator-id is set, insert exactly one space after
the first quotation mark and before scsi-initiator-id.

In this example, edit the nvramrc script as follows:

o b w NP O

probe-all
cd /sbus@6,0/QLGC, isp@2,10000
5 " scsi-initiator-id" integer-property

device-end
install-console

banner

: <CTRL-C>

Store the changes you make to the nvramrc script. The changes you make
are temporary until you store them.

{0} ok nvstore

If you are not sure of the changes you made, you can re-edit the script without
risk before you store it. You can display the contents of the nvramrc script by
entering:

{0} ok printenv nvramrc

You can re-edit the file to make corrections:

{0} ok nvedit

Or, discard the changes if necessary by entering:

{0} ok nvquit

Instruct the OpenBoot PROM Monitor to use the nvramrc script on the node.

{0} ok setenv use-nvramrc? true
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Reboot the node. If necessary, halt the system so that you can use the ok
prompt.

Verify that the scsi-initiator-id has changed. Go to the ok prompt. Use the output
of the show-disks command to find the paths for the host adapters. Then,
display the properties for the paths. For example:

{0} ok show-disks

...b) /sbus@6,0/QLGC,ispl2,10000/sd
{0} ok ed /sbus@6,0/QLGC,isp@2,10000
{0} ok .properties

scsi-initiator-id 00000005

Permit the system to continue booting.

Boot the second node. If necessary, halt the system to use the ok prompt.
Verify that the scsi-initiator-id is 7. Use the output of the show-disks command
to find the paths for the host adapters. Then, display the properties for that
paths. For example:

{0} ok show-disks

...b) /sbus@6,0/QLGC,ispR2,10000/sd
{0} ok ed /sbus@6,0/QLGC,isp@2,10000
{0} ok .properties

scsi-initiator-id 00000007

Permit the system to continue booting.

Setting up shared storage: Fibre Channel

Perform the following steps to set up Fibre Channel.

To set up shared storage

1
2

Install the required FC-AL controllers.

Connect the FC-AL controllers and the shared storage devices to the same
hub or switch.

All systems must see all the shared devices that are required to run the critical
application. If you want to implement zoning for a fibre switch, make sure that
no zoning prevents all systems from seeing all these shared devices.

Boot each system with the reconfigure devices option:

ok boot -r

After all systems have booted, use the format (1m) command to verify that
each system can see all shared devices.
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If Volume Manager is used, the same number of external disk devices must
appear, but device names (c#t#d#s#) may differ.

If Volume Manager is not used, then you must meet the following requirements:
= The same number of external disk devices must appear.

= The device names must be identical for all devices on all systems.

Creating root user

On Oracle Solaris 11, you need to change the root role into a user as you cannot
directly log in as root user.

To change root role into a user

1 Log in as local user and assume the root role.

% su - root

2 Remove the root role from local users who have been assigned the role.
# roles admin
root

# usermod -R " admin

3 Change the root role into a user.

# rolemod -K type=normal root

4  Verify the change.

m # getent user attr root

root::::auths=solaris.*;profiles=All;audit flags=lo\

:no;lock after retries=no;min label=admin low;clearance=admin_high

If the type keyword is missing in the output or is equal to normal, the account
is not a role.

m # userattr type root

If the output is empty or lists normal, the account is not a role.

Note: For more information, see the Oracle documentation on Oracle Solaris
11 operating system.
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Note: After installation, you may want to change root user into root role to allow
local users to assume the root role.

See “Changing root user into root role” on page 342.

Setting the PATH variable

Installation commands as well as other commands reside in the /opt/VRTS/bin
directory. Add this directory to your PATH environment variable.

If you have any custom scripts located in /opt/VRTSvcs/bin directory, make sure
to add the /opt/VRTSvcs/bin directory to your PATH environment variable.

To set the PATH variable
¢ Do one of the following:

= For the Bourne Shell (sh), Bourne-again Shell (bash), or Korn shell (ksh),
type:

# PATH=/opt/VRTS/bin:$PATH; export PATH

= For the C Shell (csh) or enhanced C Shell (tcsh), type:

$ setenv PATH :/opt/VRTS/bin:$PATH

Setting the MANPATH variable
Set the MANPATH variable to view the manual pages.
To set the MANPATH variable
¢ Do one of the following:

» For the Bourne Shell (sh), Bourne-again Shell (bash), or Korn shell (ksh),
type:

# MANPATH=/opt/VRTS/man:$MANPATH; export MANPATH

» For the C Shell (csh) or enhanced C Shell (tcsh), type:

% setenv MANPATH /usr/share/man:/opt/VRTS/man

Disabling the abort sequence on SPARC systems

Most UNIX operating systems provide a method to perform a "break" or "console
abort." The inherent problem when you abort a hung system is that it ceases to
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heartbeat in the cluster. When other cluster members believe that the aborted node
is a failed node, these cluster members may begin corrective action.

Keep the following points in mind:

The only action that you must perform following a system abort is to reset the
system to achieve the following:

= Preserve data integrity
= Prevent the cluster from taking additional corrective actions

Do not resume the processor as cluster membership may have changed and
failover actions may already be in progress.

To remove this potential problem on SPARC systems, you should alias the go
function in the OpenBoot eeprom to display a message.

To alias the go function to display a message

1

At the ok prompt, enter:

nvedit

Press Ctrl+L to display the current contents of the nvramrc buffer.
Press Ctrl+N until the editor displays the last line of the buffer.

Add the following lines exactly as shown. Press Enter after adding each line.

." Aliasing the OpenBoot 'go' command! "

: go ." It is inadvisable to use the 'go' command in a clustered
environment. " cr

." Please use the 'power-off' or 'reset-all' commands instead. "
cr

." Thank you, from your friendly neighborhood sysadmin. ;

Press Ctrl+C to exit the nvramrc editor.

To verify that no errors exist, type the nvrun command. You should see only
the following text:

Aliasing the OpenBoot 'go' command!

Type the nvstore command to commit your changes to the non-volatile RAM
(NVRAM) for use in subsequent reboots.

After you perform these commands, at reboot you see this output:

Aliasing the OpenBoot 'go' command! go isn't unique.
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Optimizing LLT media speed settings on private NICs

For optimal LLT communication among the cluster nodes, the interface cards on
each node must use the same media speed settings. Also, the settings for the
switches or the hubs that are used for the LLT interconnections must match that of
the interface cards. Incorrect settings can cause poor network performance or even
network failure.

If you use different media speed for the private NICs, Symantec recommends that
you configure the NICs with lesser speed as low-priority links to enhance LLT
performance.

Guidelines for setting the media speed of the LLT interconnects
Review the following guidelines for setting the media speed of the LLT interconnects:

= Symantec recommends that you manually set the same media speed setting
on each Ethernet card on each node.
If you use different media speed for the private NICs, Symantec recommends
that you configure the NICs with lesser speed as low-priority links to enhance
LLT performance.

= [f you have hubs or switches for LLT interconnects, then set the hub or switch
port to the same setting as used on the cards on each node.

= Ifyou use directly connected Ethernet links (using crossover cables), Symantec
recommends that you set the media speed to the highest value common to both
cards, typically 1000_Full_Duplex.

Details for setting the media speeds for specific devices are outside of the scope
of this manual. Consult the device’s documentation or the operating system manual
for more information.

Preparing zone environments

You need to keep the following items in mind when you install or upgrade VCS in
a zone environment on an Oracle Solaris 10 operating system.

= When you install or upgrade VCS using the installer program, all zones are
upgraded (both global and non-global) unless they are detached and unmounted.

= Make sure that all non-global zones are booted and in the running state before
you install or upgrade the VCS packages in the global zone. If the non-global
zones are not mounted and running at the time of upgrade, you must upgrade
each package in each non-global zone manually.

= If you install VCS on Solaris 10 systems that run non-global zones, you need
to make sure that non-global zones do not inherit the /opt directory. Run the
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following command to make sure that the /opt directory is not in the inherit-pkg-dir
clause:

# zonecfg -z zone name info
zonepath: /export/home/zonel
autoboot: false

pool: yourpool
inherit-pkg-dir:

dir: /1lib

inherit-pkg-dir:

dir: /platform
inherit-pkg-dir:

dir: /sbin

inherit-pkg-dir:

dir: /usr

If the /opt directory appears in the output, remove the /opt directory from the
zone's configuration and reinstall the zone.

With Oracle Solaris 11, after installing packages in the global zone, you need to
install the required packages in the non-global zone.

Mounting the product disc
You must have superuser (root) privileges to load the VCS software.
To mount the product disc
1 Log in as superuser on a system where you want to install VCS.

The system from which you install VCS need not be part of the cluster. The
systems must be in the same subnet.

Insert the product disc into a DVD drive that is connected to your system.

3 If Solaris volume management software is running on your system, the software
disc automatically mounts as /cdrom/cdrom0.

4 If Solaris volume management software is not available to mount the DVD,
you must mount it manually. After you insert the software disc, enter:

# mount -F hsfs -o ro /dev/dsk/c0t6d0s2 /cdrom

Where c0t6d0s2 is the default address for the disc drive.
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Performing automated preinstallation check

Before you begin the installation of VCS software, you can check the readiness of
the systems where you plan to install VCS. The command to start the preinstallation
check is:

installvcs -precheck systeml system2 ...

You can also run the installer -precheck command.
See “About Symantec Operations Readiness Tools” on page 29.

You can use the Veritas Operation Services to assess your setup for VCS
installation.

To check the systems

1 Navigate to the folder that contains the installvcs program.

# cd /cdrom/cdrom0/cluster_ server

2 Start the preinstallation check:
# ./installvcs -precheck sysl sys2 ...
The program proceeds in a noninteractive mode to examine the systems for
licenses, packages, disk space, and system-to-system communications.

3 Review the output as the program displays the results of the check and saves
the results of the check in a log file.

Reformatting VCS configuration files on a stopped cluster

When you manually edit VCS configuration files (for example, the main.cf or types.cf
file) you can potentially create formatting issues that may cause the installer to
interpret the cluster configuration information incorrectly.

If you have manually edited any of the configuration files, you need to perform one
of the following before you run the installation program:

= Onarunning cluster, perform an haconf -dump command. This command saves
the configuration files and ensures that they do not have formatting errors before
you run the installer.

= On cluster that is not running, perform the hacf -cftocmd and then the hacf
-cmdtocf commands to format the configuration files.
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Note: Remember to make back up copies of the configuration files before you edit
them.

You also need to use this procedure if you have manually changed the configuration
files before you perform the following actions using the installer:

= Upgrade VCS
= Uninstall VCS

For more information about the main.cf and types.cf files, refer to the Veritas Cluster
Server Administrator's Guide.

To display the configuration files in the correct format on a running cluster

¢ Run the following commands to display the configuration files in the correct
format:

# haconf -dump

To display the configuration files in the correct format on a stopped cluster

¢ Run the following commands to display the configuration files in the correct
format:

# hacf -cftocmd config

# hacf -cmdtocf config

Getting your VCS installation and configuration
information ready

The VCS installer prompts you for some information during the installation and
configuration process. Review the following information and make sure you have
made the necessary decisions and you have the required information ready before
you perform the installation and configuration.

Table 5-2 lists the information you need to install the VCS packages.

Table 5-2 Information to install the VCS packages
Information Description and sample value Your value
System names The system names where you plan to install VCS
Example: sys1, sys2
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Table 5-2 Information to install the VCS packages (continued)
Information Description and sample value Your value
The required license If you decide to use keyless licensing, you do not need to obtain
keys license keys. However, you require to set up management server

within 60 days to manage the cluster.
See “About Veritas product licensing” on page 54.
Depending on the type of installation, keys can include:

= A valid site license key
= A valid demo license key
= A valid license key for VCS global clusters

See “Obtaining VCS license keys” on page 55.

Decide which packages |« Minimum packages—provides basic VCS functionality.

to install = Recommended packages—provides full functionality of VCS
without advanced features.

= All packages—provides advanced feature functionality of VCS.

The default option is to install the recommended packages.

See “Viewing the list of VCS packages” on page 212.

Table 5-3 lists the information you need to configure VCS cluster name and ID.

Table 5-3 Information you need to configure VCS cluster name and ID

Information Description and sample value Your value

A name for the cluster | The cluster name must begin with a letter of the alphabet. The
cluster name can contain only the characters "a" through "z", "A"
through "Z", the numbers "0" through "9", the hyphen "-", and the
underscore "_".

Example: my_cluster

A unique ID number for | A number in the range of 0-65535. If multiple distinct and separate
the cluster clusters share the same network, then each cluster must have a
unique cluster ID.

Example: 12133

Table 5-4 lists the information you need to configure VCS private heartbeat links.
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Table 5-4 Information you need to configure VCS private heartbeat links

Information

Description and sample value

Your value

Decide how you want to
configure LLT

You can configure LLT over Ethernet or LLT over UDP.

Symantec recommends that you configure heartbeat links that
use LLT over Ethernet, unless hardware requirements force you
to use LLT over UDP. If you want to configure LLT over UDP,
make sure you meet the prerequisites.

See “Using the UDP layer for LLT” on page 475.

Decide which
configuration mode you
want to choose

Installer provides you with three options:

= Configure heartbeat links using LLT over Ethernet
s Configure heartbeat links using LLT over UDP
= Automatically detect configuration for LLT over Ethernet

You must manually enter details for options 1 and 2, whereas the
installer detects the details for option 3.

For option 1:

LLT over Ethernet

= The device names of the NICs that the private networks use
among systems
A network interface card or an aggregated interface.
Do not use the network interface card that is used for the public
network, which is typically netO for SPARC and bge0 for x64.
For example on a SPARC system: netl, net2
For example on an x64 system: e1000g1l, e1000g2

= Choose whether to use the same NICs on all systems. If you
want to use different NICs, enter the details for each system.

For option 2:

LLT over UDP

For each system, you must have the following details:

s The device names of the NICs that the private networks use
among systems

» |P address for each NIC

= UDP port details for each NIC

Table 5-5 lists the information you need to configure virtual IP address of the cluster

(optional).
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Table 5-5 Information you need to configure virtual IP address
Information Description and sample value Your value
The name of the public | The device name for the NIC that provides public network access.
NIC for each node in the A network interface card or an aggregated interface.
cluster
Example: net0
A virtual IP address of | You can enter either an IPv4 or an IPv6 address. This virtual IP
the NIC address becomes a resource for use by the ClusterService group.
The "Cluster Virtual IP address" can fail over to another cluster
system.
Example IPv4 address: 192.168.1.16
Example IPv6 address: 2001:454e:205a:110:203:baff:feee:10
The netmask for the The subnet that you use with the virtual IPv4 address.
virtual IPv4 address Example: 255.255.240.0
The prefix for the virtual | The prefix length for the virtual IPv6 address.
IPv6 address Example: 64
Table 5-6 lists the information you need to add VCS users.
Table 5-6 Information you need to add VCS users
Information Description and sample value Your value
User names VCS usernames are restricted to 1024 characters.

Example: smith

User passwords

VCS passwords are restricted to 255 characters.
Enter the password at the prompt.

Note: VCS leverages native authentication in secure mode.
Therefore, user passwords are not needed in secure mode.

To decide user
privileges

Users have three levels of privileges: Administrator, Operator, or
Guest.

Example: Administrator

Table 5-7 lists the information you need to configure SMTP email notification

(optional).
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Table 5-7

Information you need to configure SMTP email notification (optional)

Information

Description and sample value

Your value

The name of the public
NIC for each node in the
cluster

The device name for the NIC that provides public network access.
A network interface card or an aggregated interface.

Examples: net0

The domain-based
address of the SMTP
server

The SMTP server sends notification emails about the events within
the cluster.

Example: smtp.symantecexample.com

The email address of
each SMTP recipient to
be notified

Example: john@symantecexample.com

To decide the minimum
severity of events for

SMTP email notification
n

Events have four levels of severity, and the severity levels are
cumulative:

Information
VCS sends notifications for important events that exhibit normal
behavior.
= Warning
VCS sends notifications for events that exhibit any deviation
from normal behavior. Notifications include both Warning and
Information type of events.
s Error
VCS sends natifications for faulty behavior. Notifications include
both Error, Warning, and Information type of events.
s SevereError
VCS sends notifications for a critical error that can lead to data
loss or corruption. Notifications include both Severe Error,
Error, Warning, and Information type of events.

Example: Error

Table 5-8 lists the information you need to configure SNMP trap notification

(optional).

Table 5-8

Information you need to configure SNMP trap notification (optional)

Information

Description and sample value

Your value

The name of the public
NIC for each node in the
cluster

The device name for the NIC that provides public network access.

A network interface card or an aggregated interface.

Examples: net0
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Table 5-8
(continued)

Information you need to configure SNMP trap notification (optional)

Information

Description and sample value

Your value

The port number for the
SNMP trap daemon

The default port number is 162.

The system name for
each SNMP console

Example: sys5

To decide the minimum
severity of events for
SNMP trap notification

Events have four levels of severity, and the severity levels are
cumulative:

= Information
VCS sends notifications for important events that exhibit normal
behavior.

= Warning
VCS sends notifications for events that exhibit any deviation
from normal behavior. Notifications include both Warning and
Information type of events.

s Error
VCS sends natifications for faulty behavior. Notifications include
both Error, Warning, and Information type of events.

s SevereError
VCS sends notifications for a critical error that can lead to data
loss or corruption. Notifications include both Severe Error,
Error, Warning, and Information type of events.

Example: Error

Table 5-9 lists the information you need to configure global clusters (optional).

Table 5-9

Information you need to configure global clusters (optional)

Information

Description and sample value

Your value

The name of the public
NIC

You can use the same NIC that you used to configure the virtual
IP of the cluster. Otherwise, specify appropriate values for the
NIC.

A network interface card or an aggregated interface.
For example for SPARC systems: net0

For example for x64 systems: bge0
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Table 5-9 Information you need to configure global clusters (optional)
(continued)

Information Description and sample value Your value

The virtual IP address of | You can enter either an IPv4 or an IPv6 address.

the NIC You can use the same virtual IP address that you configured earlier

for the cluster. Otherwise, specify appropriate values for the virtual
IP address.

Example IPv4 address: 192.168.1.16
Example IPv6 address: 2001:454e:205a:110:203:baff:feee:10

The netmask for the You can use the same netmask that you used to configure the
virtual IPv4 address virtual IP of the cluster. Otherwise, specify appropriate values for
the netmask.

Example: 255.255.240.0

The prefix for the virtual | The prefix length for the virtual IPv6 address.

IPv6 address Example: 64

Review the information you need to configure 1/0O fencing.

See “About planning to configure 1/0O fencing” on page 87.

Making the IPS publisher accessible

The installation of VCS 6.0.1 fails on Solaris 11 if the Image Packaging System
(IPS) publisher is inaccessible. The following error message is displayed:

CPI ERROR V-9-20-1273 Unable to contact configured publishers on <node_name>.

Solaris 11 introduces the new Image Packaging System (IPS) and sets a default
publisher (solaris) during Solaris installation. When additional packages are being
installed, the set publisher must be accessible for the installation to succeed. If the
publisher is inaccessible, as in the case of a private network, then package
installation will fail. The following commands can be used to display the set
publishers:

# pkg publisher
Example:

root@so0lll-03:~# pkg publisher
PUBLISHER TYPE STATUS URI



Preparing to install VCS | 80
Making the IPS publisher accessible

solaris origin online http://pkg.oracle.com/solaris/release/
root@solll-03:~# pkg publisher solaris Publisher: solaris
Alias:
Origin URI: http://pkg.oracle.com/solaris/release/
SSL Key: None
SSL Cert: None

Client UUID:
Catalog Updated:
Enabled:

Signature Policy:

00000000-3f24-fe2e-0000-000068120608
October 09:53:00 PM
Yes

verify

To make the IPS publisher accessible

1 Enter the following to disable the publisher (in this case, solaris):

# pkg set-publisher --disable solaris

Repeat the installation of VCS 6.0.1.

Re-enable the original publisher. If the publisher is still inaccessible (private
network), then the no-refresh option can be used to re-enable it.

# pkg set-publisher --enable solaris

or

# pkg set-publisher --enable --no-refresh solaris

Note: Unsetting the publisher will have a similar effect, except that the publisher
can only be re-set if it is accessible. See pkg(1) for further information on the pkg

utility.
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Installing VCS

This chapter includes the following topics:
= Installing VCS using the installer

= Installing language packages using the installer

Installing VCS using the installer

Perform the following steps to install VCS.
To install VCS

1 Confirm that you are logged in as the superuser and you mounted the product
disc.

See “Mounting the product disc” on page 71.

2 Startthe installation program. If you obtained VCS from an electronic download
site, which does not include the Veritas product installer, use the installvcs
program.

Veritas product Perform the following steps to start the product installer:

installer 1  Start the installer.

# ./installer

The installer starts with a copyright message and specifies
the directory where the logs are created.

2  From the opening Selection Menu, choose T for "Install a
Product."

3 From the displayed list of products to install, choose: Veritas
Cluster Server.
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installves program  Perform the following steps to start the product installer:

1 Navigate to the folder that contains the installvcs program.

# cd /cdrom/cdrom0/cluster_ server

2  Start the installvcs program.
# ./installvcs

The installer starts with a copyright message and specifies
the directory where the logs are created.

Enter y to agree to the End User License Agreement (EULA).

Do you agree with the terms of the End User License Agreement
as specified in the cluster server/EULA/<lang>/EULA VCS Ux 6.0.1.pdf

file present on media? [y,n,q,?] y

Choose the VCS packages that you want to install.
See “Veritas Cluster Server installation packages” on page 416.

Based on what packages you want to install, enter one of the following:

1 Installs only the minimal required VCS packages that provides basic
functionality of the product.

2 Installs the recommended VCS packages that provides complete functionality
of the product. This option does not install the optional VCS packages.

Note that this option is the default.

3 Installs all the VCS packages.

You must choose this option to configure any optional VCS feature.

4 Displays the VCS packages for each option.

Select the packages to be installed on all systems? [1-4,q,?]
(2) 3

Enter the names of the systems where you want to install VCS.

Enter the system names separated by spaces:

[a,?] (sysl) sysl sys2

For a single-node VCS installation, enter one name for the system.
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See “Creating a single-node cluster using the installer program” on page 472.

The installer does the following for the systems:

Checks that the local system that runs the installer can communicate with
remote systems.

If the installer finds ssh binaries, it confirms that ssh can operate without
requests for passwords or passphrases.

If the default communication method ssh fails, the installer attempts to use
rsh.

Makes sure the systems use one of the supported operating systems.

Makes sure that the systems have the required operating system patches.
If the installer reports that any of the patches are not available, install the
patches on the system before proceeding with the VCS installation.

Makes sure the systems install from the global zone.
Checks for product licenses.

Checks whether a previous version of VCS is installed.

If a previous version of VCS is installed , the installer provides an option to
upgrade to VCS 6.0.1.

See “About upgrading to VCS 6.0.1” on page 269.

Checks for the required file system space and makes sure that any
processes that are running do not conflict with the installation.

If requirements for installation are not met, the installer stops and indicates
the actions that you must perform to proceed with the process.

Checks whether any of the packages already exists on a system.

If the current version of any package exists, the installer removes the
package from the installation list for the system. If a previous version of any
package exists, the installer replaces the package with the current version.

Review the list of packages and patches that the installer would install on each
node.

The installer installs the VCS packages and patches on the systems sys1 and
sys2.

Select the license type.

1) Enter a valid license key
2)

How would you like to license the systems? [1-2,9] (2)

Based on what license type you want to use, enter one of the following:
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1 You must have a valid license key. Enter the license key at the prompt:

Enter a VCS license key: [b,q,?]
XXXX-XXXX-XXXX-XXXX-XXXX

If you plan to configure global clusters, enter the corresponding license keys
when the installer prompts for additional licenses.

Do you wish to enter additional licenses? [y,n,q,b] (n) y

2 The keyless license option enables you to install VCS without entering a key.
However, to ensure compliance, keyless licensing requires that you manage
the systems with a management server.

For more information, go to the following website:
http://go.symantec.com/sfhakeyless

Note that this option is the default.

The installer registers the license and completes the installation process.
To install the Global Cluster Option, enter y at the prompt.

To configure VCS, enter y at the prompt. You can also configure VCS later.
Would you like to configure VCS on sysl sys2 [y,n,q] (n) n

See “Overview of tasks to configure VCS using the script-based installer”
on page 118.

Enter y at the prompt to send the installation information to Symantec.

Would you like to send the information about this installation
to Symantec to help improve installation in the future?

ly,n,q,?] (y) ¥y

The installer provides an option to collect data about the installation process
each time you complete an installation, upgrade, configuration, or uninstall of
the product. The installer transfers the contents of the install log files to an
internal Symantec site. The information is used only to gather metrics about
how you use the installer. No personal customer data is collected, and no
information will be shared by any other parties. Information gathered may
include the product and the version installed or upgraded, how many systems
were installed, and the time spent in any section of the install process.

The installer checks for online updates and provides an installation summary.

After the installation, note the location of the installation log files, the summary
file, and the response file for future reference.
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The files provide the useful information that can assist you with the configuration
and can also assist future configurations.

summary file Lists the packages that are installed on each system.
log file Details the entire installation.
response file Contains the installation information that can be used to perform

unattended or automated installations on other systems.

See “Installing VCS using response files” on page 183.

Installing language packages using the installer

Before you install the language packages, do the following:

Make sure install 1p command uses the ssh or rsh commands as root on all
systems in the cluster.

Make sure that permissions are granted for the system on which install 1p
is run.

To install the language packages

1

Insert the language disc into the drive.

The Solaris volume-management software automatically mounts the disc as
/cdrom/cdromoO.

Change to the /cdrom/cdromO directory.

# cd /cdrom/cdromO

Install the language packages:

# ./install_lp



Preparing to configure VCS
clusters for data integrity

This chapter includes the following topics:
= About planning to configure I/O fencing

n Setting up the CP server

About planning to configure I/0 fencing

After you configure VCS with the installer, you must configure I/O fencing in the
cluster for data integrity.

You can configure disk-based 1/O fencing or server-based I/O fencing. If your
enterprise setup has multiple clusters that use VCS for clustering, Symantec
recommends you to configure server-based /O fencing.

The coordination points in server-based fencing can include only CP servers or a
mix of CP servers and coordinator disks.

Symantec also supports server-based fencing with a single coordination point which
is a single highly available CP server that is hosted on an SFHA cluster.

Warning: For server-based fencing configurations that use a single coordination
point (CP server), the coordination point becomes a single point of failure. In such
configurations, the arbitration facility is not available during a failover of the CP
server in the SFHA cluster. So, if a network partition occurs on any application
cluster during the CP server failover, the application cluster is brought down.
Symantec recommends the use of single CP server-based fencing only in test
environments.
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If you have installed VCS in a virtual environment that is not SCSI-3 PR compliant,
you can configure non-SCSI-3 server-based fencing.

See Figure 7-2 on page 90.

Figure 7-1 illustrates a high-level flowchart to configure 1/0O fencing for the VCS
cluster.



Figure 7-1

Preparing to configure VCS clusters for data integrity | 89
About planning to configure I/0 fencing

Workflow to configure I/0 fencing
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Figure 7-2 illustrates a high-level flowchart to configure non-SCSI-3 server-based
I/O fencing for the VCS cluster in virtual environments that do not support SCSI-3
PR.

Figure 7-2 Workflow to configure non-SCSI-3 server-based I/O fencing
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prompts (or) Manually configure CP server

Y

Configuration tasks
Use one of the following methods

Run the installvcs -fencing, choose option 1,
enter n to confirm that storage is not SCSI3-
compliant, and follow the prompts

or
Edit the values in the response file you created
and use them with installvcs -responsefile
command

or
Manually configure non-SCSI3 server-based I/0
fencing

After you perform the preparatory tasks, you can use any of the following methods
to configure 1/O fencing:



Using the installvcs
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installer

Using response files

Manually editing
configuration files
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See “Setting up disk-based I/O fencing using installvcs program” on page 141.
See “Setting up server-based I/O fencing using installvcs program” on page 149.

See “Setting up non-SCSI-3 server-based I/O fencing in virtual environments using installvcs
program” on page 158.

See “Configuring VCS for data integrity using the Web-based installer” on page 174.

See “Response file variables to configure disk-based 1/0 fencing” on page 201.

See “Response file variables to configure server-based I/O fencing” on page 205.

See “Response file variables to configure non-SCSI-3 server-based I/O fencing” on page 207.
See “Configuring 1/O fencing using response files” on page 200.

See “Setting up disk-based 1/O fencing manually” on page 244.

See “Setting up server-based I/O fencing manually” on page 249.

See “Setting up non-SCSI-3 fencing in virtual environments manually” on page 262.

You can also migrate from one I/O fencing configuration to another.

See the Veritas Storage foundation High Availability Administrator's Guide for more
details.

Typical VCS cluster configuration with disk-based I/O fencing

Figure 7-3 displays a typical VCS configuration with two nodes and shared storage.
The configuration uses three coordinator disks for 1/O fencing.
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Figure 7-3 Typical VCS cluster configuration with disk-based I/0 fencing
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Typical VCS cluster configuration with server-based 1/O fencing

Figure 7-4 displays a configuration using a VCS cluster (with two nodes), a single
CP server, and two coordinator disks. The nodes within the VCS cluster are
connected to and communicate with each other using LLT links.
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Figure 7-4 CP server, VCS cluster, and coordinator disks
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Recommended CP server configurations
Following are the recommended CP server configurations:

= Multiple application clusters use three CP servers as their coordination points
See Figure 7-5 on page 94.

= Multiple application clusters use a single CP server and single or multiple pairs
of coordinator disks (two) as their coordination points
See Figure 7-6 on page 95.

= Multiple application clusters use a single CP server as their coordination point
This single coordination point fencing configuration must use a highly available
CP server that is configured on an SFHA cluster as its coordination point.
See Figure 7-7 on page 95.

Warning: In a single CP server fencing configuration, arbitration facility is not
available during a failover of the CP server in the SFHA cluster. So, if a network
partition occurs on any application cluster during the CP server failover, the
application cluster is brought down.
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Although the recommended CP server configurations use three coordination points,
you can use more than three coordination points for I/O fencing. Ensure that the
total number of coordination points you use is an odd number. In a configuration
where multiple application clusters share a common set of CP server coordination
points, the application cluster as well as the CP server use a Universally Unique
Identifier (UUID) to uniquely identify an application cluster.

Figure 7-5 displays a configuration using three CP servers that are connected to
multiple application clusters.

Figure 7-5 Three CP servers connecting to multiple application clusters
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Figure 7-6 displays a configuration using a single CP server that is connected to
multiple application clusters with each application cluster also using two coordinator
disks.
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Figure 7-6 Single CP server with two coordinator disks for each application
cluster
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Figure 7-7 displays a configuration using a single CP server that is connected to
multiple application clusters.

Figure 7-7 Single CP server connecting to multiple application clusters
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See “Configuration diagrams for setting up server-based I/O fencing” on page 503.
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Setting up the CP server

Table 7-1 lists the tasks to set up the CP server for server-based I/O fencing.

Table 7-1

Tasks to set up CP server for server-based I/0 fencing

Task

Reference

Plan your CP server setup

See “Planning your CP server setup”
on page 96.

Install the CP server

See “Installing the CP server using the
installer” on page 97.

Configure the CP server cluster in secure
mode

See “Configuring the CP server cluster in
secure mode” on page 98.

Set up shared storage for the CP server
database

See “Setting up shared storage for the CP
server database” on page 99.

Configure the CP server

See “ Configuring the CP server using the
installer program” on page 100.

See “Configuring the CP server using the
Web-based installer” on page 109.

See “Configuring the CP server manually”
on page 111.

See “Configuring CP server using response
files” on page 112.

Verify the CP server configuration

See “Verifying the CP server configuration”
on page 116.

Planning your CP server setup

Follow the planning instructions to set up CP server for server-based I/O fencing.

To plan your CP server setup

1 Decide whether you want to host the CP server on a single-node VCS cluster,

or on an SFHA cluster.

Symantec recommends hosting the CP server on an SFHA cluster to make

the CP server highly available.

2 Ifyou host the CP server on an SFHA cluster, review the following information.
Make sure you make the decisions and meet these prerequisites when you

set up the CP server:
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= You must set up shared storage for the CP server database during your
CP server setup.

= Decide whether you want to configure server-based fencing for the VCS
cluster (application cluster) with a single CP server as coordination point
or with at least three coordination points.
Symantec recommends using at least three coordination points.

3 Decide whether you want to configure the CP server cluster in secure mode.

Symantec recommends configuring the CP server cluster in secure mode to
secure the communication between the CP server and its clients (VCS clusters).
It also secures the HAD communication on the CP server cluster.

4  Set up the hardware and network for your CP server.

See “CP server requirements” on page 37.

5 Have the following information handy for CP server configuration:

= Name for the CP server
The CP server name should not contain any special characters. CP server
name can include alphanumeric characters, underscore, and hyphen.

= Port number for the CP server
Allocate a TCP/IP port for use by the CP server.
Valid port range is between 49152 and 65535. The default port number is
14250.

» Virtual IP address, network interface, netmask, and networkhosts for the
CP server
You can configure multiple virtual IP addresses for the CP server.

Installing the CP server using the installer

Perform the following procedure to install and configure VCS or SFHA on CP server
systems.

To install and configure VCS or SFHA on the CP server systems

¢ Depending on whether your CP server uses a single system or multiple systems,
perform the following tasks:



CP server setup uses a
single system

CP server setup uses
multiple systems
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Install and configure VCS to create a single-node VCS cluster.

During installation, make sure to select all packages for installation. The VRTScps package
is installed only if you select to install all packages.

Proceed to configure the CP server.

See “ Configuring the CP server using the installer program” on page 100.

See “Configuring the CP server manually” on page 111.

Install and configure SFHA to create an SFHA cluster. This makes the CP server highly
available.

Meet the following requirements for CP server:

= During installation, make sure to select all packages for installation. The VRTScps
package is installed only if you select to install all packages.
= During configuration, configure disk-based fencing (scsi3 mode).

See the Veritas Storage Foundation and High Availability Installation Guide for instructions
on installing and configuring SFHA.

Proceed to set up shared storage for the CP server database.

Configuring the CP server cluster in secure mode

You must configure security on the CP server only if you want to secure the
communication between the CP server and the VCS cluster (CP client).

This step secures the HAD communication on the CP server cluster.

Note: If you already configured the CP server cluster in secure mode during the
VCS configuration, then skip this section.
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To configure the CP server cluster in secure mode
¢ Runthe installer as follows to configure the CP server cluster in secure mode.
If you have VCS installed on the CP server, run the following command:

# /opt/VRTS/install/installvcs<version> -security

Where <version> is the specific release version.
See “About the Veritas installer” on page 44.
If you have SFHA installed on the CP server, run the following command:

# /opt/VRTS/install/installsfha<version> -security

Where <version> is the specific release version.

See “About the Veritas installer” on page 44.

Setting up shared storage for the CP server database

If you configured SFHA on the CP server cluster, perform the following procedure
to set up shared storage for the CP server database.

Symantec recommends that you create a mirrored volume for the CP server
database and that you use the VxFS file system type.
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To set up shared storage for the CP server database

1 Create a disk group containing the disks. You require two disks to create a
mirrored volume.

For example:

# vxdg init cps_dg diskl disk2

2 Create a mirrored volume over the disk group.

For example:

# vxassist -g cps_dg make cps_vol volume size layout=mirror

3 Create a file system over the volume.

The CP server configuration utility only supports vxfs file system type. If you
use an alternate file system, then you must configure CP server manually.

Depending on the operating system that your CP server runs, enter the following

command:

AIX # mkfs -V vxfs /dev/vx/rdsk/cps_dg/cps_volume
HP-UX # mkfs -F vxfs /dev/vx/rdsk/cps_dg/cps_volume
Linux # mkfs -t vxfs /dev/vx/rdsk/cps_dg/cps_volume
Solaris # mkfs -F vxfs /dev/vx/rdsk/cps_dg/cps_volume

Configuring the CP server using the installer program

Use the configcps option available in the installer program to configure the CP
server.

Perform one of the following procedures:

For CP servers on See “To configure the CP server on a single-node VCS cluster”
single-node VCS on page 101.
cluster:

For CP servers on an  See “To configure the CP server on an SFHA cluster” on page 105.
SFHA cluster:
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To configure the CP server on a single-node VCS cluster

1
2

Verify that the vrRTscps package is installed on the node.

Run the installvcs<version> program with the configcps option.
# /opt/VRTS/install/installvecs<version> -configcps

Where <version> is the specific release version.

See “About the Veritas installer” on page 44.

Installer checks the cluster information and prompts if you want to configure
CP Server on the cluster.

Enter y to confirm.

Select an option based on how you want to configure Coordination Point server.

1) Configure Coordination Point Server on single node VCS system
2) Configure Coordination Point Server on SFHA cluster

3) Unconfigure Coordination Point Server

Enter the option: [1-3,9] 1.
The installer then runs the following preconfiguration checks:

» Checks to see if a single-node VCS cluster is running with the supported
platform.
The CP server requires VCS to be installed and configured before its
configuration.

» Checks to see if the CP server is already configured on the system.
If the CP server is already configured, then the installer informs the user
and requests that the user unconfigure the CP server before trying to
configure it.

Enter the name of the CP Server.

Enter the name of the CP Server: [Db] mycpserverl
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Enter valid virtual IP addresses for the CP Server. A CP Server can be
configured with more than one virtual IP address. You can also use IPv6
address.

Enter valid IP addresses for Virtual IPs for the CP Server,
separated by space [b] 10.200.58.231 10.200.58.232

Note: Ensure that the virtual IP address of the CP server and the IP address
of the NIC interface on the CP server belongs to the same subnet of the IP
network. This is required for communication to happen between client nodes
and CP server.

Enter the corresponding CP server port number for each virtual IP address or
press Enter to accept the default value (14250).

Enter corresponding port number for each Virtual IP address in the

range [49152, 65535], separated by space, or simply accept the default

port suggested: [Db] (14250) 65535

Choose whether the communication between the CP server and the VCS
clusters has to be made secure. If you have not configured the CP server
cluster in secure mode, enter n at the prompt.

Warning: If the CP server cluster is not configured in secure mode, and if you
enter y, then the script immediately exits. You must configure the CP server
cluster in secure mode and rerun the CP server configuration script.

Symantec recommends secure communication between

the CP server and application clusters. Enabling security
requires Symantec Product Authentication Service to be installed
and configured on the cluster. Do you want to enable Security for

the communications? [y,n,q,b] (y) n

Enter the absolute path of the CP server database or press Enter to accept
the default value (/etc/VRTScps/db).

Enter absolute path of the database: [b] (/etc/VRTScps/db)
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Enter a valid
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15

resource you want to associate with the virtual IP 10.200.58.231 (1 to 2):
resource you want to associate with the virtual IP 10.200.58.232 (1 to 2):
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Verify and confirm the CP server configuration information.

CP Server configuration verification:

CP Server Name: mycpserverl

CP Server Virtual IP(s): 10.200.58.231, 10.200.58.232
CP Server Port(s): 65535, 14250

CP Server Security: 0

CP Server Database Dir: /etc/VRTScps/db

Is this information correct? [y,n,q,?] (y)

The installer proceeds with the configuration process, and creates a vxcps.conf
configuration file.

Successfully generated the /etc/vxcps.conf configuration file

Successfully created directory /etc/VRTScps/db on node

Configure the CP Server Service Group (CPSSG) for this cluster.

Enter the number of NIC resources that you want to configure.
You must use a public NIC.

Enter how many NIC resources you want to configure (1 to 2): 2

Answer the following questions for each NIC resource that you want to
configure.

Enter a valid network interface for the virtual IP address for the CP server
process.

interface on s0192216 for NIC resource - 1l: el1000g0
interface on s0192216 for NIC resource - 2: e1000gl

Enter the NIC resource you want to associate with the virtual IP addresses.
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16 Enter the networkhosts information for each NIC resource.

Symantec recommends configuring NetworkHosts attribute to ensure NIC resource

to be always online

Do you want to add NetworkHosts attribute for the NIC device e1000g0
on system s0192216? [y,n,ql] y

Enter a valid IP address to configure NetworkHosts for NIC e1000g0
on system s0192216: 10.200.56.22

Do you want to add another Network Host? [y,n,q] n

17 Enter the netmask for virtual IP addresses. If you entered an IPv6 address,
enter the prefix details at the prompt.

Enter the netmask for virtual IP 10.200.58.231: (255.255.252.0)
Enter the netmask for virtual IP 10.200.58.232: (255.255.252.0)

18 Installer displays the status of the Coordination Point Server configuration.
After the configuration process has completed, a success message appears.

For example:

Updating main.cf with CPSSG service group.. Done

Successfully added the CPSSG service group to VCS configuration.
Trying to bring CPSSG service group

ONLINE and will wait for upto 120 seconds

The Veritas Coordination Point Server is ONLINE

The Veritas Coordination Point Server has been
configured on your system.

19 Run the hagrp -state command to ensure that the CPSSG service group
has been added.

For example:

# hagrp -state CPSSG

#Group Attribute System Value
CPSSG State.... |ONLINE]

It also generates the configuration file for CP server (/etc/vxcps.conf). The
vxcpserv process and other resources are added to the VCS configuration in
the CP server service group (CPSSG).

For information about the CPSSG, refer to the Veritas Cluster Server Administrator's
Guide.
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To configure the CP server on an SFHA cluster
1 Verify that the vRTScps package is installed on each node.
2 Ensure that you have configured passwordless ssh or rsh on the CP server
cluster nodes.
3 Run the installsfha<version> program with the configcps option.
# ./installsfha<version> -configcps
Where <version> is the specific release version.
See “About the Veritas installer” on page 44.
4 Installer checks the cluster information and prompts if you want to configure
CP Server on the cluster.
Enter y to confirm.
5 Selectan option based on how you want to configure Coordination Point server.
1) Configure Coordination Point Server on single node VCS system
2) Configure Coordination Point Server on SFHA cluster
3) Unconfigure Coordination Point Server
6 Enter 2 at the prompt to configure CP server on an SFHA cluster.
The installer then runs the following preconfiguration checks:
= Checks to see if an SFHA cluster is running with the supported platform.
The CP server requires SFHA to be installed and configured before its
configuration.
= Checks to see if the CP server is already configured on the system.
If the CP server is already configured, then the installer informs the user
and requests that the user unconfigure the CP server before trying to
configure it.
7 Enter the name of the CP server.
Enter the name of the CP Server: [b] cpsl
8 Enter valid virtual IP addresses for the CP Server. A CP Server can be

configured with more than one virtual IP address. You can also use IPv6
address.

Enter valid IP addresses for Virtual IPs for the CP Server,
separated by space [b] 10.200.58.231 10.200.58.232
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9 Enter the corresponding CP server port number for each virtual IP address or

press Enter to accept the default value (14250).

Enter corresponding port number for each Virtual IP address in the range
[49152, 65535], separated by space, or simply accept the default port
suggested: [b] (14250) 65535

10 Choose whether the communication between the CP server and the VCS
clusters has to be made secure. If you have not configured the CP server
cluster in secure mode, enter n at the prompt.

Warning: If the CP server cluster is not configured in secure mode, and if you

enter y, then the script immediately exits. You must configure the CP server

cluster in secure mode and rerun the CP server configuration script.
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Symantec recommends secure communication between the CP server and application clusters.

Enabling security requires Symantec Product Authentication Service to be
installed and configured on the cluster.

Do you want to enable Security for the communications? [y,n,q,b] (y)

11 Enter absolute path of the database.

CP Server uses an internal database to store the client information.

As the CP Server is being configured on SFHA cluster, the database should reside
on shared storage with vxfs file system. Please refer to documentation for
information on setting up of shared storage for CP server database.

Enter absolute path of the database: [b] /cpsdb

12 Verify and confirm the CP server configuration information.

CP Server configuration verification:

CP Server Name: cpsl

CP Server Virtual IP(s): 10.200.58.231, 10.200.58.232
CP Server Port(s): 65535, 14250

CP Server Security: 1

CP Server Database Dir: /cpsdb

Is this information correct? [y,n,q,?] (y)
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13 The installer proceeds with the configuration process, and creates a vxcps.conf
configuration file.

Successfully generated the /etc/vxcps.conf configuration file

Copying configuration file /etc/vxcps.conf to sysO....Done
Creating mount point /cps mount data on sysO. ... Done
Copying configuration file /etc/vxcps.conf to sysO. ... Done

Press Enter to continue.

14 Configure CP Server Service Group (CPSSG) for this cluster.
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Enter the number of NIC resources that you want to configure. You must use a public NIC.

Enter how many NIC resources you want to configure (1 to 2): 2

Answer the following questions for each NIC resource that you want to configure.

15 Enter a valid network interface for the virtual IP address for the CP server

process.
Enter a valid network interface on 50192216 for NIC resource - 1l: e1000g0
Enter a valid network interface on 50192216 for NIC resource - 2: e1000gl

16 Enter the NIC resource you want to associate with the virtual IP addresses.

Enter the NIC resource you want to associate with the virtual IP 10.200.58.231 (1 to 2):

Enter the NIC resource you want to associate with the virtual IP 10.200.58.232 (1 to 2):

17 Enter the networkhosts information for each NIC resource.

Symantec recommends configuring NetworkHosts attribute to ensure NIC resource

to be always online

Do you want to add NetworkHosts attribute for the NIC device e1000g0
on system s0192216? [y,n,q] y

Enter a valid IP address to configure NetworkHosts for NIC e1000g0
on system s0192216: 10.200.56.22

Do you want to add another Network Host? [y,n,q] n

Do you want to apply the same NetworkHosts for all systems? [y,n,q]l (y)
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Enter the netmask for virtual IP addresses. If you entered an IPv6 address,
enter the prefix details at the prompt.

Enter the netmask for virtual IP 10.200.58.231: (255.255.252.0)
Enter the netmask for virtual IP 10.200.58.232: (255.255.252.0)

Configure a disk group for CP server database. You can choose an existing
disk group or create a new disk group.

Symantec recommends to use the disk group that has at least
two disks on which mirrored volume can be created.

Select one of the options below for CP Server database disk group:

1) Create a new disk group

2) Using an existing disk group
Enter the choice for a disk group: [1-2,q] 2

Select one disk group as the CP Server database disk group.

Select one disk group as CP Server database disk group: [1-3,9] 3
1) mycpsdg

2) cpsdgl

3) newcpsdg

Select the CP Server database volume.

You can choose to use an existing volume or create new volume for CP Server
database. If you chose newly created disk group, you can only choose to create
new volume for CP Server database.

Select one of the options below for CP Server database volume:
1) Create a new volume on disk group newcpsdg

2) Using an existing volume on disk group newcpsdg

Enter the choice for a volume: [1-2,q] 2.

Select one volume as CP Server database volume [1-1,9] 1

1) newcpsvol
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24 After the VCS configuration files are updated, a success message appears.

For example:
Updating main.cf with CPSSG service group .... Done

Successfully added the CPSSG service group to VCS configuration.

25 |If the cluster is secure, installer creates the softlink
Ivar/VNRTSvcs/vcsauth/data/ CPSERVER to /cpsdb/CPSERVER and check if
credentials are already present at /cpsdb/CPSERVER. If not, installer creates
credentials in the directory, otherwise, installer asks if you want to reuse exsting
credentials.

Do you want to reuse these credentials? [y,n,q] (y)

26 After the configuration process has completed, a success message appears.

For example:
Trying to bring CPSSG service group ONLINE and will wait for upto 120 seconds
The Veritas Coordination Point Server is ONLINE

The Veritas Coordination Point Server has been configured on your system.

27 Run the hagrp -state command to ensure that the CPSSG service group
has been added.

For example:

# hagrp -state CPSSG

#Group Attribute System Value
CPSSG State cpsl |ONLINE]
CPSSG State cps2 |OFFLINE |

It also generates the configuration file for CP server (/etc/vxcps.conf). The
vxcpserv process and other resources are added to the VCS configuration in
the CP server service group (CPSSG).

For information about the CPSSG, refer to the Veritas Cluster Server Administrator's
Guide.

Configuring the CP server using the Web-based installer

Perform the following steps to configure the CP server using the Web-based installer.
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To configure VCS on a cluster

1

Start the Web-based installer.
See “Starting the Veritas Web-based installer” on page 165.

On the Select a task and a product page, select the task and the product as
follows:

Task 1/0 fencing configuration
Product Veritas Cluster Server
Click Next.

On the Select Cluster page, enter the system names where you want to
configure VCS and click Next.

In the Confirmation dialog box, verify cluster information is correct and choose
whether or not to configure 1/O fencing.

= To configure I/O fencing, click Yes.
= To configure I/O fencing later, click No.

On the Select Option page, select Configure CP Server on VCS and click Next.

On the Configure CP Server page, provide CP server information, such as,
name, virtual IPs, port numbers, and absolute path of the database to store
the configuration details.

Click Next.

Configure the CP Server Service Group (CPSSG), select the number of NIC
resources, and associate NIC resources to virtual IPs that are going to be used
to configure the CP Server.

Click Next.

Configure network hosts for the CP server.
Click Next.

Configure disk group for the CP server.

Click Next.

Note: This step is not applicable for a single node cluster.
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10 Configure volume for the disk group associated to the CP server.
Click Next.

Note: This step is not applicable for a single node cluster.

11 Click Finish to complete configuring the CP server.

Configuring the CP server manually
Perform the following steps to manually configure the CP server.
To manually configure the CP server

1 Stop VCS on each node in the CP server cluster using the following command:

# hastop -local

2 Editthe main.cf file to add the CPSSG service group on any node. Use the
CPSSG service group in the sample main.cf as an example:

See “Sample configuration files for CP server” on page 464.

Customize the resources under the CPSSG service group as per your
configuration.

3 Verify the main.ct file using the following command:
# hacf -verify /etc/VRTSvcs/conf/config

If successfully verified, copy this main.cf to all other cluster nodes.

4 Create the /etc/vxcps.conf file using the sample configuration file provided

at /etc/vxcps/vxcps.conf.sample.

Based on whether you have configured the CP server cluster in secure mode
or not, do the following:

» For a CP server cluster which is configured in secure mode, edit the
/etc/vxcps.conf file to set security=1.

= For a CP server cluster which is not configured in secure mode, edit the
/etc/vxcps. conf file to set security=0.

Symantec recommends enabling security for communication between CP
server and the application clusters.
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Start VCS on all the cluster nodes.

# hastart

Verify that the CP server service group (CPSSG) is online.
# hagrp -state CPSSG
Output similar to the following appears:

# Group Attribute System Value
CPSSG State cpsl.symantecexample.com |ONLINE |

Configuring CP server using response files

You can configure a CP server using a generated responsefile.

On a single node VCS cluster:

*

Run the installves<version>command with the responsefile option to
configure the CP server on a single node VCS cluster.

# /opt/VRTS/install/installvcs<version> \

-responsefile '/tmp/samplel.res'

Where <version> is the specific release version.

See “About the Veritas installer” on page 44.

On a SFHA cluster:

*

Run the installsfha<version>command with the responsefile option to
configure the CP server on a SFHA cluster.

# /opt/VRTS/install/installsfha<version> \

-responsefile '/tmp/samplel.res'

Where <version> is the specific release version.

See “About the Veritas installer” on page 44.

Response file variables to configure CP server

Table 7-2 shows the response file variables reuired to configure CP server.
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Table 7-2 describes response file variables to configure CP server
Variable List or Description
Scalar

CFG{opt}{configcps} Scalar This variable performs CP server
configuration task

CFG{cps_singlenode_config} Scalar This variable describes if the CP server
will be configured on a singlenode VCS
cluster

CFG{cps_sftha_config} Scalar This variable describes if the CP server
will be configured on a SFHA cluster

CFG{cps_unconfig} Scalar This variable describes if the CP server
will be unconfigured

CFG{cpsname} Scalar This variable describes the name of the
CP server

CFG{cps_db_dir} Scalar This variable describes the absolute path
of CP server database

CFG{cps_security} Scalar This variable describes if security is
configured for the CP server

CFG{cps_reuse_cred} Scalar This variable describes if reusing the
existing credentials for the CP server

CFG{cps_vips} List This variable describes the virtual IP
addresses for the CP server

CFG{cps_ports} List This variable describes the port number
for the virtual IP addresses for the CP
server

CFG{cps_nic_list{cpsvip<n>} List This variable describes the NICs of the
systems for the virtual IP address

CFG{cps_netmasks} List This variable describes the netmasks for
the virtual IP addresses

CFG{cps_prefix_length} List This variable describes the prefix length
for the virtual IP addresses

CFG{cps_network_hostsKcpsnic<n>} | List This variable describes the network hosts
for the NIC resource

CFG{cps_vip2nicres_map}{<vip>} | Scalar This variable describes the NIC resource

to associate with the virtual IP address
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Table 7-2 describes response file variables to configure CP server (continued)
Variable List or Description
Scalar

CFG{cps_diskgroup} Scalar This variable describes the disk group for
the CP server database

CFG{cps_volume} Scalar This variable describes the volume for the
CP server database

CFG{cps_newdg_disks} List This variable describes the disks to be
used to create a new disk group for the
CP server database

CFG{cps_newvol_volsize} Scalar This variable describes the volume size
to create a new volume for the CP server
database

CFG{cps_delete_database} Scalar This variable describes if deleting the
database of the CP server during the
unconfiguration

CFG{cps_delete_config_log} Scalar This variable describes if deleting the

config files and log files of the CP server
during the unconfiguration

Sample response file for configuring the CP server on single

node VCS cluster

Review the response file variables and their definitions.

See Table 7-2 on page 113.

#

# Configuration Values:

#

our %CFG;

SCFG{cps_db dir}="/etc/VRTScps/db";

SCFG{cps_netmasks}=[ qw(255.255.252.0) ];
SCFG{cps_network hosts}{cpsnicl}=[ gqw(10.200.56.22) 1];
SCFG{cps_nic list}{cpsvipl}=[ qw(el000g0) ];
SCFG{cps_ports}=[ qw(14250) ];

SCFG{cps_security}=0;

SCFG{cps_singlenode config}=1;
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SCFG{cps_vip2nicres map}{"10.200.58.233"}=1;
$CFG{cps_vips}:[ aqw (10.200.58.233) 1;
SCFG{cpsname}="cpsl";
SCFG{opt}{configcps}=1;
SCFG{opt}{configure}=1;

SCFG{prod}="VCS601";

SCFG{systems}=[ qw(cpsl) ];:
SCFG{vcs_clusterid}=18523;

$CFG{vcs_clustername}:"vcs92216";

1;

Sample response file for configuring the CP server on SFHA
cluster

Review the response file variables and their definitions.

See Table 7-2 on page 113.

#
# Configuration Values:
#

our %CFG;

SCFG{cps_db dir}="/cpsdb";
SCFG{cps_diskgroup}="mycpsdg";

SCFG{cps_netmasks}=[ qw(255.255.252.0 255.255.252.0) 1;
SCFG{cps_network hosts}{cpsnicl}=[ qw(10.200.56.22) 1;
SCFG{cps_network hosts}{cpsnic2}=[ qw(10.200.56.22) 1;
SCFG{cps_nic_list}{cpsvipl}=[ gqw( e€1000g0 e1000gl) 1;
SCFG{cps_nic_list}{cpsvip2}=[ qw( e€1000g0 e1000gl) 1;
SCFG{cps_ports}=[ qw (65533 14250) 1;
SCFG{cps_security}=1;

SCFG{cps_fips mode}=0;

SCFG{cps_sfha config}=1;

SCFG{cps_vip2nicres map}{"10.200.58.231"}=1;
SCFG{cps_vip2nicres map}{"10.200.58.232"}=2;
SCFG{cps_vips}=[ qw(10.200.58.231 10.200.58.232) 1;
SCFG{cps_volume}="mycpsvol";

SCFG{cpsname}="cpsl";

SCFG{opt}{configcps}=1;

SCFG{opt}{configure}=1;
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SCFG{prod}="SFHA601";
SCFG{systems}=[ qw(cpsl cps2) 1;
SCFG{vcs_clusterid}=46707;
$CFG{vcs_clustername}:"sfha2233";

1;

Verifying the CP server configuration
Perform the following steps to verify the CP server configuration.
To verify the CP server configuration

1 Verify that the following configuration files are updated with the information
you provided during the CP server configuration process:

m /etc/vxcps.conf (CP server configuration file)
m /etc/VRTSvcs/conf/config/main.cf (VCS configuration file)
m /etc/VRTScps/db (default location for CP server database)

2 Run the cpsadm command to check if the vxcpserv process is listening on the
configured Virtual IP.

# cpsadm -s cp server -a ping cps

where cp_server is the virtual IP address or the virtual hostname of the CP
server.



Configuring VCS

This chapter includes the following topics:

= Overview of tasks to configure VCS using the script-based installer
= Starting the software configuration

= Specifying systems for configuration

» Configuring the cluster name

= Configuring private heartbeat links

= Configuring the virtual IP of the cluster

» Configuring Veritas Cluster Server in secure mode
= Setting up trust relationships for your VCS cluster
= Configuring a secure cluster node by node

= Adding VCS users

= Configuring SMTP email notification

= Configuring SNMP trap notification

= Configuring global clusters

= Completing the VCS configuration

» Verifying and updating licenses on the system
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Overview of tasks to configure VCS using the
script-based installer

Table 8-1 lists the tasks that are involved in configuring VCS using the script-based

installer.
Table 8-1 Tasks to configure VCS using the script-based installer
Task Reference

Start the software configuration

See “Starting the software configuration”
on page 119.

Specify the systems where you want to
configure VCS

See “Specifying systems for configuration”
on page 119.

Configure the basic cluster

See “Configuring the cluster name”
on page 120.

See “Configuring private heartbeat links”
on page 121.

Configure virtual IP address of the cluster
(optional)

q

See “Configuring the virtual IP of the cluster’
on page 124.

Configure the cluster in secure mode
(optional)

See “ Configuring Veritas Cluster Server in
secure mode” on page 126.

Add VCS users (required if you did not
configure the cluster in secure mode)

See “Adding VCS users” on page 132.

Configure SMTP email notification (optional)

See “Configuring SMTP email notification”
on page 133.

Configure SNMP email notification (optional)

See “Configuring SNMP trap notification”
on page 134.

Configure global clusters (optional)

Note: You must have enabled Global Cluster
Option when you installed VCS.

See “Configuring global clusters” on page 136.

Complete the software configuration

See “Completing the VCS configuration”
on page 137.
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Starting the software configuration

You can configure VCS using the Veritas product installer or the installvcs program
command.

Note: If you want to reconfigure VCS, before you start the installer you must stop
all the resources that are under VCS control using the hastop command or the
hagrp -offline command.

To configure VCS using the product installer

1 Confirm that you are logged in as the superuser and that you have mounted
the product disc.

2  Start the installer.
# ./installer

The installer starts the product installation program with a copyright message
and specifies the directory where the logs are created.

3 From the opening Selection Menu, choose: ¢ for "Configure an Installed
Product."

4  From the displayed list of products to configure, choose the corresponding
number for your product:

Veritas Cluster Server
To configure VCS using the installvcs program
1 Confirm that you are logged in as the superuser.

2 Startthe installvcs program, with the configure option.
# /opt/VRTS/install/installvecs<version> -configure
Where <version> is the specific release version.

See “About the Veritas installer” on page 44.

The installer begins with a copyright message and specifies the directory where
the logs are created.

Specifying systems for configuration

The installer prompts for the system names on which you want to configure VCS.
The installer performs an initial check on the systems that you specify.
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To specify system names for configuration

1 Enter the names of the systems where you want to configure VCS.

Enter the operating system system names separated

by spaces: [d,?] (sysl) sysl sys2

2 Review the output as the installer verifies the systems you specify.
The installer does the following tasks:

= Checks that the local node running the installer can communicate with
remote nodes
If the installer finds ssh binaries, it confirms that ssh can operate without
requests for passwords or passphrases. If ssh binaries cannot communicate
with remote nodes, the installer tries remsh binaries. And if both ssh and
rsh binaries fail, the installer prompts to help the user to setup ssh or rsh
binaries.

= Makes sure that the systems are running with the supported operating
system

= Makes sure the installer started from the global zone
= Verifies that VCS is installed
= Exits if VCS 6.0.1 is not installed

3 Review the installer output about the 1/0 fencing configuration and confirm
whether you want to configure fencing in enabled mode.

Do you want to configure I/O Fencing in enabled mode? [y,n,q,?] (y)

See “About planning to configure 1/O fencing” on page 87.

Configuring the cluster name

Enter the cluster information when the installer prompts you.
To configure the cluster
1 Review the configuration instructions that the installer presents.

2 Enter a unique cluster name.

Ente