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Technical Support

Symantec Technical Support maintains support centers globally. Technical
Support’s primary role is to respond to specific queries about product features
and functionality. The Technical Support group also creates content for our online
Knowledge Base. The Technical Support group works collaboratively with the
other functional areas within Symantec to answer your questions in a timely
fashion. For example, the Technical Support group works with Product Engineering
and Symantec Security Response to provide alerting services and virus definition
updates.

Symantec’s support offerings include the following:

m A range of support options that give you the flexibility to select the right
amount of service for any size organization

m Telephone and/or Web-based support that provides rapid response and
up-to-the-minute information

m Upgrade assurance that delivers software upgrades

m Global support purchased on a regional business hours or 24 hours a day, 7
days a week basis

m Premium service offerings that include Account Management Services

For information about Symantec’s support offerings, you can visit our Web site
at the following URL:

www.symantec.com/business/support/index.jsp
All support services will be delivered in accordance with your support agreement
and the then-current enterprise technical support policy.

Contacting Technical Support

Customers with a current support agreement may access Technical Support
information at the following URL:

www.symantec.com/business/support/contact_techsupp_static.jsp

Before contacting Technical Support, make sure you have satisfied the system
requirements that are listed in your product documentation. Also, you should be
at the computer on which the problem occurred, in case it is necessary to replicate
the problem.

When you contact Technical Support, please have the following information
available:

m Product release level
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Hardware information

Available memory, disk space, and NIC information

Operating system

Version and patch level

Network topology

Router, gateway, and IP address information

Problem description:

m Error messages and log files

m Troubleshooting that was performed before contacting Symantec

m Recent software configuration changes and network changes

Licensing and registration

If your Symantec product requires registration or a license key, access our technical
support Web page at the following URL:

www.symantec.com/business/support/

Customer service

Customer service information is available at the following URL:

www.symantec.com/business/support/

Customer Service is available to assist with non-technical questions, such as the
following types of issues:

Questions regarding product licensing or serialization

Product registration updates, such as address or name changes

General product information (features, language availability, local dealers)
Latest information about product updates and upgrades

Information about upgrade assurance and support contracts

Information about the Symantec Buying Programs

Advice about Symantec's technical support options

Nontechnical presales questions

Issues that are related to CD-ROMs or manuals
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Support agreement resources

Documentation

If you want to contact Symantec regarding an existing support agreement, please
contact the support agreement administration team for your region as follows:

Asia-Pacific and Japan customercare_apac@symantec.com
Europe, Middle-East, and Africa semea@symantec.com
North America and Latin America supportsolutions@symantec.com

Product guides are available on the media in PDF format. Make sure that you are
using the current version of the documentation. The document version appears
on page 2 of each guide. The latest product documentation is available on the
Symantec Web site.

https://sort.symantec.com/documents

Your feedback on product documentation is important to us. Send suggestions
for improvements and reports on errors or omissions. Include the title and
document version (located on the second page), and chapter and section titles of
the text on which you are reporting. Send feedback to:

doc_feedback@symantec.com

About Symantec Connect

Symantec Connect is the peer-to-peer technical community site for Symantec’s
enterprise customers. Participants can connect and share information with other
product users, including creating forum posts, articles, videos, downloads, blogs
and suggesting ideas, as well as interact with Symantec product teams and
Technical Support. Content is rated by the community, and members receive
reward points for their contributions.
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Introducing Veritas Storage
Foundation for Oracle RAC

This chapter includes the following topics:

m About Veritas Storage Foundation for Oracle RAC
m About SF Oracle RAC components

m About SF Oracle RAC optional features

m About Cluster Manager (Java Console)

m About Veritas Operations Manager

m Symantec Operations Readiness Tools

m SF Oracle RAC cluster setup models

About Veritas Storage Foundation for Oracle RAC

Veritas Storage Foundation™ for Oracle® RAC (SF Oracle RAC) leverages
proprietary storage management and high availability technologies to enable
robust, manageable, and scalable deployment of Oracle RAC on UNIX platforms.
The solution uses Veritas Cluster File System technology that provides the dual
advantage of easy file system management as well as the use of familiar operating
system tools and utilities in managing databases.

The solution stack comprises the Veritas Cluster Server (VCS), Veritas Cluster
Volume Manager (CVM), Veritas Oracle Real Application Cluster Support
(VRTSdbac), Veritas Oracle Disk Manager (VRTSodm), Veritas Cluster File System
(CFS), and Veritas Storage Foundation, which includes the base Veritas Volume
Manager (VxVM) and Veritas File System (VXFS).
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Benefits of SF Oracle RAC

SF Oracle RAC provides the following benefits:

Support for file system-based management. SF Oracle RAC provides a generic
clustered file system technology for storing and managing Oracle data files
as well as other application data.

Support for high-availability of cluster interconnects.

For Oracle RAC 10g Release 2:

The combination of LMX/LLT protocols and the PrivNIC/MultiPrivNIC agents
provides maximum bandwidth as well as high availability of the cluster
interconnects, including switch redundancy.

For Oracle RAC 11g Release 1/0Oracle RAC 11g Release 2:

The PrivNIC/MultiPrivNIC agents provide maximum bandwidth as well as high
availability of the cluster interconnects, including switch redundancy.

See the following Technote regarding co-existence of PrivNIC/MultiPrivNIC
agents with Oracle RAC 11.2.0.2:
http://www.symantec.com/business/support/index?page=content&id=TECH145261

Use of Cluster File System and Cluster Volume Manager for placement of
Oracle Cluster Registry (OCR) and voting disks. These technologies provide
robust shared block interfaces (for all supported Oracle RAC versions) and raw
interfaces (for Oracle RAC 10g Release 2) for placement of OCR and voting
disks.

Support for a standardized approach toward application and database
management. Administrators can apply their expertise of Veritas technologies
toward administering SF Oracle RAC.

Increased availability and performance using Veritas Dynamic Multi-Pathing
(DMP). DMP provides wide storage array support for protection from failures
and performance bottlenecks in the Host Bus Adapters (HBA), Storage Area
Network (SAN) switches, and storage arrays.

Easy administration and monitoring of multiple SF Oracle RAC clusters using
Veritas Operations Manager.

VCS OEM plug-in provides a way to monitor SF Oracle RAC resources from
the OEM console.

For more information, see the Veritas Storage Foundation: Storage and
Availability Management for Oracle Databases guide.

Improved file system access times using Oracle Disk Manager (ODM).

Ability to configure Oracle Automatic Storage Management (ASM) disk groups
over CVM volumes to take advantage of Veritas Dynamic Multi-Pathing (DMP).
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Enhanced scalability and availability with access to multiple Oracle RAC
instances per database in a cluster.

Support for backup and recovery solutions using volume-level and file
system-level snapshot technologies, Storage Checkpoints, and Database Storage
Checkpoints.

For more information, see the Veritas Storage Foundation: Storage and
Availability Management for Oracle Databases guide.

Support for space optimization using periodic deduplication in a file system
to eliminate duplicate data without any continuous cost.

For more information, see the Veritas Storage Foundation Administrator's
documentation.

Ability to fail over applications with minimum downtime using Veritas Cluster
Server (VCS) and Veritas Cluster File System (CFS).

Prevention of data corruption in split-brain scenarios with robust SCSI-3
Persistent Group Reservation (PGR) based I/0 fencing or Coordination Point
Server-based I/O fencing. The preferred fencing feature also enables you to
specify how the fencing driver determines the surviving subcluster.

Support for sharing application data, in addition to Oracle database files, across
nodes.

Support for policy-managed databases in Oracle RAC 11g Release 2.

Fast disaster recovery with minimal downtime and interruption to users. Users
can transition from a local high availability site to a wide-area disaster recovery
environment with primary and secondary sites. If a node fails, clients that are
attached to the failed node can reconnect to a surviving node and resume
access to the shared database.

Verification of disaster recovery configuration using fire drill technology
without affecting production systems.

Support for a wide range of hardware replication technologies as well as
block-level replication using VVR.

Support for campus clusters with the following capabilities:
m Consistent detach with Site Awareness

m Site aware reads with VXVM mirroring

m Monitoring of Oracle resources

m Protection against split-brain scenarios
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About SF Oracle RAC components

Table 1-1 lists the components of SF Oracle RAC.

Table 1-1 SF Oracle RAC components
Component Description
Cluster Volume Manager Cluster Volume Manager (CVM) enables simultaneous

access to the shared volumes that are based on
technology from Veritas Volume Manager (VXVM).

Cluster File System Cluster File System (CFS) enables simultaneous access
to the shared file systems that are based on technology
from Veritas File System (VXFES).

Veritas Cluster Server Veritas Cluster Server (VCS) manages Oracle RAC
databases and infrastructure components in a clustered
environment.

Veritas I/O fencing Veritas I/O fencing protects the data on shared disks

using SCSI-3 Persistent Group Reservations when nodes
in a cluster detect a change in the network cluster
membership with a potential split brain condition.

Oracle Disk Manager Oracle Disk Manager (ODM) is a disk and file
management interface that is provided by Oracle to
improve disk I/0 performance. ODM enables Oracle to
allocate and release disk space, manage tablespaces,
and read/write disk blocks directly. SF Oracle RAC uses
a custom driver that enables applications to use ODM
for enhanced file system performance and easy file
administration.

RAC Extensions RAC Extensions manage the cluster membership and
communications between cluster nodes.

For a detailed understanding of each component and the architectural overview,
see the Veritas Storage Foundation for Oracle RAC Administrator's Guide.

About SF Oracle RAC optional features

You can configure the following optional features in an SF Oracle RAC cluster:

m VCS notifications
See “About VCS notifications” on page 31.

m Campus clusters
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See “About campus clusters” on page 31.

m Global clusters
See “About global clusters” on page 31.

m Storage Foundation Database Management tools
See “About database management using SF Oracle RAC” on page 32.

m Veritas Volume Replicator
See “About Veritas Volume Replicator” on page 32.

Note: I/0O fencing is mandatory in SF Oracle RAC installations. All other features
are optional and may be configured to suit your business needs.

About VCS notifications

You can configure both Simple Network Management Protocol (SNMP) and Simple
Mail Transfer Protocol (SMTP) notifications for VCS. Symantec recommends you
to configure at least one of these notifications. You have the following options:

m Configure SNMP trap notification of VCS events using the VCS Notifier
component.

m Configure SMTP email notification of VCS events using the VCS Notifier
component.

See the Veritas Cluster Server Administrator’s Guide.

About campus clusters

A campus cluster has alternate nodes located in different data centers. Campus
clusters are connected using a high speed cable that guarantees network access
between the nodes. The campus cluster configuration provides local high
availability and disaster recovery functionality in a single SF Oracle RAC cluster.
This configuration uses data mirroring to duplicate data at different sites.

SF Oracle RAC supports campus clusters that employ shared disk groups mirrored
across sites with Veritas Volume Manager (VXVM).

About global clusters

Global clusters provide the ability to fail over applications between geographically
distributed clusters when disaster occurs. This type of clustering involves
migrating applications between clusters over a considerable distance. You can
set up HA/DR using hardware-based or software-based replication technologies.
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About Veritas Volume Replicator

Veritas Volume Replicator (VVR) is a software-based replication technology used
in global cluster disaster recovery setups that replicates data to remote sites over
any standard IP network. You can have up to 32 remote sites.

About database management using SF Oracle RAC

You can leverage the database management capabilities of the Storage Foundation
for Databases (SFDB) tools to simplify storage management and improve database
performance.

For information on supported capabilities, see the Veritas Storage Foundation:
Storage and Availability Management for Oracle Databases guide.

About Cluster Manager (Java Console)

Cluster Manager (Java Console) offers administration capabilities for your cluster.
Use the different views in the Java Console to monitor clusters and VCS objects,
including service groups, systems, resources, and resource types. You cannot
manage the new features of this release using the Java Console.

See Veritas Cluster Server Administrator's Guide.

You can download the console from http://go.symantec.com/vcsm_download.

About Veritas Operations Manager

Symantec recommends use of Veritas Operations Manager to manage Storage
Foundation and Cluster Server environments.

Veritas Operations Manager provides a centralized management console for
Veritas Storage Foundation and High Availability products. You can use Veritas
Operations Manager to monitor, visualize, and manage storage resources and
generate reports.

You can download Veritas Operations Manager at no charge at
http://go.symantec.com/vom.

Refer to the Veritas Operations Manager documentation for installation, upgrade,
and configuration instructions.

The Veritas Enterprise Administrator (VEA) console is no longer packaged with
Storage Foundation products. If you want to continue using VEA, a software
version is available for download from http://go.symantec.com/vcsm_download.
Veritas Storage Foundation Management Server is deprecated.
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If you want to manage a single cluster using Cluster Manager (Java Console), a
version is available for download from http://go.symantec.com/vcsm_download.
You cannot manage the new features of this release using the Java Console. Veritas
Cluster Server Management Console is deprecated.

Symantec Operations Readiness Tools

Symantec Operations Readiness Tools (SORT) is a Web site that automates and
simplifies some of the most time-consuming administrative tasks. SORT helps
you manage your datacenter more efficiently and get the most out of your
Symantec products.

Among its broad set of features, SORT lets you do the following:

m Generate server-specific reports that describe how to prepare your servers for
installation or upgrade of Symantec enterprise products.

m Access asingle site with the latest production information, including patches,
agents, and documentation.

m Create automatic email notifications for changes in patches, documentation,
and array-specific modules.

To access SORT, go to:

https://sort.symantec.com

SF Oracle RAC cluster setup models

SF Oracle RAC supports a variety of cluster configurations.

Depending on your business needs, you may choose from the following setup
models:

m Basic setup
See “Typical configuration of four-node SF Oracle RAC cluster” on page 34.

m Secure setup
See “Typical configuration of SF Oracle RAC clusters in secure mode”
on page 35.

m Central management setup
See “Typical configuration of VOM-managed SF Oracle RAC clusters”
on page 36.

m Campus cluster setup
See “Typical configuration of SF Oracle RAC campus clusters for disaster
recovery” on page 37.


http://go.symantec.com/vcsm_download
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m Global cluster setup
See “Typical configuration of SF Oracle RAC global clusters for disaster
recovery” on page 39.

Typical configuration of four-node SF Oracle RAC cluster

Figure 1-1 depicts a high-level view of a basic SF Oracle RAC configuration for a
four-node cluster.

Figure 1-1 Sample four-node SF Oracle RAC cluster
E . Public
Clients Network
Private network ‘
Independent hub/switch B
P per interconnect link <
¥ §
SAN
Legends

[l Public network links

[l Private network links

Disk arrays

[l shared storage links

A basic topology has the following layout and characteristics:
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m Multiple client applications that access nodes in the cluster over a public
network.

m Nodes that are connected by at least two private network links (also called
cluster interconnects) using 100BaseT or gigabit Ethernet controllers on each
system.

If the private links are on a single switch, isolate them using VLAN.

m Nodes that are connected to iSCSI or Fibre Channel shared storage devices
over SAN.

All shared storage must support SCSI-3 PR.

m Nodes that are connected with private network links using similar network
devices.

m The Oracle Cluster Registry and vote disks configured on the shared storage
that is available to each node.
For Oracle RAC 10g Release 2: The shared storage for Oracle Cluster Registry
and vote disks can be a cluster file system or raw VxVM volumes.
For Oracle RAC 11g Release 2: The shared storage for Oracle Cluster Registry
and vote disks can be a cluster file system or ASM disk groups created using
raw VxVM volumes.

m Three or more odd number of disks or LUNs used as coordinator disks for I/O
fencing.

m VCS manages the resources that are required by Oracle RAC. The resources
must run in parallel on each node.

Typical configuration of SF Oracle RAC clusters in secure mode

Enabling secure mode for SF Oracle RAC guarantees that all inter-system
communication is encrypted and that security credentials of users are verified.

Figure 1-2 illustrates typical configuration of SF Oracle RAC clusters in secure
mode.
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Figure 1-2 Typical configuration of SF Oracle RAC clusters in secure mode
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Typical configuration of VOM-managed SF Oracle RAC clusters

Veritas Operations Manager (VOM) provides a centralized management console
for Veritas Storage Foundation and High Availability products.

See “About Veritas Operations Manager” on page 32.

Figure 1-3 illustrates a typical setup of SF Oracle RAC clusters that are centrally
managed using Veritas Operations Manager.
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Figure 1-3 Typical configuration of VOM-managed clusters

VOM Central Server and Symantec Product
Authentication Service

Cluster 1 Cluster 2

Typical configuration of SF Oracle RAC campus clusters for disaster

recovery

A campus cluster configuration provides local high availability and disaster
recovery capability in a single SF Oracle RAC cluster. This configuration uses data
mirroring to duplicate data at different sites. No host or array replication is
involved in the process. SF Oracle RAC supports campus clusters that employ
shared disk groups mirrored with Cluster Volume Manager (CVM).

The SF Oracle RAC campus cluster addresses the following basic challenges in
campus cluster configurations:

Latency challenges An SF Oracle RAC campus cluster handles latency
challenges in keeping mirrors synchronized while ensuring
the efficient recovery in case of site failures for both data
and VxVM metadata.

Read performance The read performance is enhanced as data is read from
local mirrors.

Site awareness SF Oracle RAC makes sure that all the mirrors on a site are
detached proactively even when a part of the site goes down.

Note: The DiskGroupSnap agent is not supported for SF Oracle RAC.

Figure 1-4 illustrates a basic campus cluster setup.
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Figure 1-4 Basic campus cluster setup
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For more information, see the chapter Configuring a campus cluster setup for
disaster recovery.

Typical configuration of SF Oracle RAC global clusters for disaster
recovery

SF Oracle RAC leverages the global clustering feature of VCS to enable high
availability and disaster recovery (HA/DR) for businesses that span wide
geographical areas. Global clusters provide protection against outages caused by
large-scale disasters such as major floods, hurricanes, and earthquakes. An entire
cluster can be affected by such disasters. This type of clustering involves migrating
applications between clusters over a considerable distance.

You can set up HA/DR using hardware-based or software-based replication
technologies.

Figure 1-5 Global clusters
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To understand how global clusters work, review the example of an Oracle RAC
database configured using global clustering. Oracle RAC is installed and configured
in cluster A and cluster B. Oracle database is located on shared disks within each
cluster and is replicated across clusters to ensure data concurrency. The VCS
service groups for Oracle are online on a node in cluster A and are configured to
fail over on cluster A and cluster B.

VCS continuously monitors and communicates events between clusters. If cluster
A fails, the Oracle database is started on the remote cluster B.
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Note: You must have an SF Oracle RAC HA/DR license to configure global clusters.
If you use VVR for replication, you must also have a VVR license. You may
configure a basic cluster initially and add the HA/DR and VVR licenses at a later
time or you may add the licenses during the SF Oracle RAC installation.

For information on supported replication technologies:

See “Supported replication technologies for global clusters” on page 48.



System requirements

This chapter includes the following topics:

Important preinstallation information

Hardware requirements

Supported operating systems

I/0 fencing requirements

Supported database software

Supported replication technologies for global clusters

Discovering product versions and various requirement information

Important preinstallation information

Before you install SF Oracle RAC, make sure you have reviewed the following
information:

Hardware compatibility list for information about supported hardware:
http://www.symantec.com/docs/TECH170013

Latest information on support for Oracle database versions:
http://www.symantec.com/docs/TECH44807

General information regarding the release, installation notes, known issues,
and fixed issues:

See Veritas Storage Foundation for Oracle RAC Release Notes.

Oracle documentation for additional requirements pertaining to your version
of Oracle.


http://www.symantec.com/docs/TECH170013
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Hardware requirements

Depending on the type of setup planned, make sure you meet the necessary
hardware requirements.

For basic clusters

For campus clusters

Table 2-1

See Table 2-1 on page 42.

See Table 2-2 on page 43.

Hardware requirements for basic clusters

Item

Description

SF Oracle RAC
systems

Two to sixteen systems with two or more CPUs.

For details on the additional requirements for Oracle, see the Oracle
documentation.

DVD drive

A DVD drive on one of the nodes in the cluster.

Disks

SF Oracle RAC requires that all shared storage disks support SCSI-3
Persistent Reservations (PR).

Note: The coordinator disk does not store data, so configure the disk
as the smallest possible LUN on a disk array to avoid wasting space.
The minimum size required for a coordinator disk is 128 MB.

Disk space

You can evaluate your systems for available disk space by running
the product installation program. Navigate to the product directory
on the product disc and run the following command:

# ./installsfrac -precheck node name

You can also use the Veritas Web-based installation program to
determine the available disk space.

For details on the additional space that is required for Oracle, see the
Oracle documentation.

Each SF Oracle RAC system requires at least 2 GB.

For Oracle RAC requirements, see the Oracle Metalink document:
169706.1

Swap space

See the Oracle Metalink document: 169706.1
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Table 2-1 Hardware requirements for basic clusters (continued)
Item Description
Network Two or more private links and one public link.

Links must be 100BaseT or gigabit Ethernet directly linking each node
to the other node to form a private network that handles direct
inter-system communication. These links must be of the same type;
you cannot mix 100BaseT and gigabit.

Symantec recommends gigabit Ethernet using enterprise-class
switches for the private links.

Oracle requires that all nodes use the IP addresses from the same
subnet.

You can also configure aggregated interfaces.

Fiber Channel or

SCSI host bus
adapters

At least one additional SCSI or Fibre Channel Host Bus Adapter per
system for shared data disks.

Table 2-2 lists the hardware requirements for campus clusters in addition to the

basic cluster requirements.

Table 2-2

Hardware requirements for campus clusters

Item

Description

Storage

The storage switch (to which each host on a site connects) must have
access to storage arrays at all the sites.

Volumes must be mirrored with storage allocated from at least two sites.
DWDM links are recommended between sites for storage links.

DWDM works at the physical layer and requires multiplexer and
de-multiplexer devices.

The storage and networks must have redundant-loop access between
each node and each storage array to prevent the links from becoming a
single point of failure.

Network

Oracle requires that all nodes use the IP addresses from the same subnet.

Symantec recommends a common cross-site physical infrastructure for
storage and LLT private networks.

1/0 fencing

1/0 fencing requires placement of a third coordinator point at a third site.
The DWDM can be extended to the third site or the iSCSI LUN at the third
site can be used as the third coordination point. Alternatively Coordination
Point Server can be deployed at the third remote site as an arbitration point.
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Supported operating systems

For information on supported operating systems, see the Veritas Storage
Foundation for Oracle RAC Release Notes.

I/0 fencing requirements

Depending on whether you plan to configure disk-based fencing or server-based
fencing, make sure that you meet the requirements for coordination points:

m Coordinator disks
See “Coordinator disk requirements for I/O fencing” on page 44.

m CP servers
See “CP server requirements” on page 44.

Coordinator disk requirements for /O fencing
Make sure that the I/O fencing coordinator disks meet the following requirements:
m For disk-based I/O fencing, you must have three coordinator disks.
m The coordinator disks can be DMP devices or iSCSI devices.

m Each of the coordinator disks must use a physically separate disk or LUN.
Symantec recommends using the smallest possible LUNs for coordinator disks.

m Each of the coordinator disks should exist on a different disk array, if possible.
m The coordinator disks must support SCSI-3 persistent reservations.
m Symantec recommends using hardware-based mirroring for coordinator disks.

m Coordinator disks must not be used to store data or must not be included in
disk groups that store user data.

m Coordinator disks cannot be the special devices that array vendors use. For
example, you cannot use EMC gatekeeper devices as coordinator disks.

CP server requirements

SF Oracle RAC 6.0 clusters (application clusters) support coordination point servers
(CP servers) which are hosted on the following VCS and SFHA versions:
m VCS 6.0, 5.1SP1, or 5.1 single-node cluster
Single-node VCS clusters with VCS 5.1 SP1 RP1 and later or VCS 6.0 and later
that hosts CP server does not require LLT and GAB to be configured.

m SFHA 6.0, 5.1SP1, or 5.1 cluster
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Warning: Before you upgrade 5.1 CP server nodes to use VCS or SFHA 6.0, you
must upgrade all the application clusters that use this CP server to version 6.0.
Application clusters at version 5.1 cannot communicate with CP server that runs
VCS or SFHA 5.1 SP1 or later.

Make sure that you meet the basic hardware requirements for the VCS/SFHA
cluster to host the CP server.

See the Veritas Cluster Server Installation Guide or the Veritas Storage Foundation
High Availability Installation Guide.

Note: While Symantec recommends at least three coordination points for fencing,
a single CP server as coordination point is a supported server-based fencing
configuration. Such single CP server fencing configuration requires that the
coordination point be a highly available CP server that is hosted on an SFHA
cluster.

Make sure you meet the following additional CP server requirements which are
covered in this section before you install and configure CP server:

m Hardware requirements

m Operating system requirements

m Networking requirements (and recommendations)
m Security requirements

Table 2-3 lists additional requirements for hosting the CP server.

Table 2-3 CP server hardware requirements
Hardware required Description
Disk space To host the CP server on a VCS cluster or SFHA cluster, each

host requires the following file system space:

m 550 MBin the /opt directory (additionally, the language
pack requires another 15 MB)

m 300 MBin /usr

m 20MBin /var

m 10 MBin /etc (for the CP server database)

Storage When CP server is hosted on an SFHA cluster, there must
be shared storage between the CP servers.

RAM Each CP server requires at least 512 MB.
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Table 2-3 CP server hardware requirements (continued)

Hardware required

Description

Network

Network hardware capable of providing TCP/IP connection
between CP servers and SF Oracle RAC clusters (application
clusters).

Table 2-4 displays the CP server supported operating systems and versions. An
application cluster can use a CP server that runs any of the following supported

operating systems.

Table 2-4 CP server supported operating systems and versions

CP server

Operating system and version

CP server hosted on a VCS
single-node cluster or on an
SFHA cluster

CP server supports any of the following operating systems:

AIX 6.1and 7.1
m HP-UX11iv3
m Linux:

m RHELS5

m RHELG6

m SLES 10

m SLES11
m Solaris 10

Review other details such as supported operating system
levels and architecture for the supported operating systems.

See the Veritas Cluster Server Release Notes or the Veritas
Storage Foundation High Availability Release Notes for that
platform.

Following are the CP server networking requirements and recommendations:

m Symantec recommends that network access from the application clusters to
the CP servers should be made highly-available and redundant. The network
connections require either a secure LAN or VPN.

m The CP server uses the TCP/IP protocol to connect to and communicate with
the application clusters by these network paths. The CP server listens for
messages from the application clusters using TCP port 14250. This is the
default port that can be changed during a CP server configuration.
Symantec recommends that you configure multiple network paths to access
a CP server. If a network path fails, CP server does not require a restart and
continues to listen on one of the other available virtual IP addresses.
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The CP server supports either Internet Protocol version 4 or version 6 (IPv4

or IPv6 addresses) when communicating with the application clusters. If the
CP server is configured to use an IPv6 virtual IP address, then the application
clusters should also be on the IPv6 network where the CP server is being hosted.

When placing the CP servers within a specific network configuration, you must
take into consideration the number of hops from the different application
cluster nodes to the CP servers. As abest practice, Symantec recommends that
the number of hops and network latency from the different application cluster
nodes to the CP servers should be equal. This ensures that if an event occurs
that results in an I/O fencing scenario, there is no bias in the race due to the
number of hops between the nodes.

For secure communication between the SF Oracle RAC cluster (application cluster)
and the CP server, review the following support matrix:

CP server in secure CP server in
mode non-secure mode
SF Oracle RAC cluster in secure mode Yes Yes
SF Oracle RAC cluster in non-secure mode Yes Yes
CP server cluster in secure mode Yes No
CP server cluster in non-secure mode No Yes

For secure communications between the SF Oracle RAC cluster and CP server,
consider the following requirements and suggestions:

In a secure communication environment, all CP servers that are used by the
application cluster must be configured with security enabled. A configuration
where the application cluster uses some CP servers running with security
enabled and other CP servers running with security disabled is not supported.

For non-secure communication between CP server and application clusters,
there is no need to configure Symantec Product Authentication Service. In
non-secure mode, authorization is still provided by CP server for the application
cluster users. The authorization that is performed only ensures that authorized
users can perform appropriate actions as per their user privileges on the CP
server.

For information about establishing secure communications between the application
cluster and CP server, see the Veritas Storage Foundation for Oracle RAC
Administrator's Guide.
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Supported database software

Note: SF Oracle RAC supports only 64-bit Oracle.

The following database versions are supported:
m Oracle RAC 10g Release 2
m Oracle RAC 11g Release 1 Database

Note: Oracle 11g Release 1 Clusterware is not supported.

m Oracle RAC 11g Release 2

For the latest information on supported Oracle database versions, see the following
Technical Support TechNote:

http://www.symantec.com/docs/TECH44807

Support for minor database versions is also documented in the afore-mentioned
Technical Support TechNote.

Additionally, see the Oracle documentation for information on patches that may
be required by Oracle for each release.

Supported replication technologies for global clusters

SF Oracle RAC supports the following hardware-based replication and
software-based replication technologies for global cluster configurations:
Hardware-based replication m EMC SRDF

m Hitachi TrueCopy

m IBM Metro Mirror

m IBM SAN Volume Controller (SVC)
m EMC MirrorView

Software-based replication m Veritas Volume Replicator
Oracle Data Guard


http://www.symantec.com/docs/TECH44807
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Discovering product versions and various requirement
information

Symantec provides several methods to check the Veritas product you have
installed, plus various requirement information.

You can check the existing product versions using the installer command with
the -version option before or after you install. After you have installed the current
version of the product, you can use the showversion script in the /opt/VRTS/install
directory to find version information.

Information the version option or the showversion script discovers on systems
includes the following:

m Theinstalled version of all released Storage Foundation and High Availability
Suite of products

m The required depots or patches (if applicable) that are missing

m The available updates (including patches or hotfixes) from Symantec Operations
Readiness Tools (SORT) for the installed products

To run the version checker
1 Mount the media.

2 Start the installer with the -version option.

# ./installer -version systeml system2
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Planning to install SF
Oracle RAC

This chapter includes the following topics:
m Planning your network configuration

m Planning the storage

m Planning volume layout

m Planning file system design

m About planning to configure I/0 fencing
m Planning for cluster management

m Planning for disaster recovery

Planning your network configuration

The following practices are recommended for a resilient network setup:

m Configure the private cluster interconnect over multiple dedicated gigabit
Ethernet links. All single point of failures such as network interface cards
(NIC), switches, and interconnects should be eliminated.

m The NICs used for the private cluster interconnect should have the same
characteristics regarding speed, MTU, and full duplex on all nodes. Do not
allow the NICs and switch ports to auto-negotiate speed.

m Configure non-routable IP addresses for private cluster interconnects.

m The default value for LLT peer inactivity timeout is 16 seconds. The value
should be set based on service availability requirements and the propagation



52

Planning to install SF Oracle RAC
Planning your network configuration

delay between the cluster nodes in case of campus cluster setup. The LLT peer
inactivity timeout value indicates the interval after which SF Oracle RAC on
one node declares the other node in the cluster dead, if there is no network
communication (heartbeat) from that node.

The default value for the CSS miss-count in case of SF Oracle RAC is 600
seconds. The value of this parameter is much higher than the LLT peer
inactivity timeout so that the two clusterwares, VCS and Oracle Clusterware,
do not interfere with each other’s decisions on which nodes should remain in
the cluster in the event of network split-brain. Veritas I/O fencing is allowed
to decide on the surviving nodes first, followed by Oracle Clusterware. The
CSS miss-count value indicates the amount of time Oracle Clusterware waits
before evicting another node from the cluster, when it fails to respond across
the interconnect.

For more information, see the Oracle Metalink document: 782148.1

Planning the public network configuration for Oracle RAC

Identify separate public virtual IP addresses for each node in the cluster. Oracle
requires one public virtual IP address for the Oracle listener process on each node.
Public virtual IP addresses are used by client applications to connect to the Oracle
database and help mitigate TCP/IP timeout delays.

For Oracle 11g Release 2:

Additionally, you need a Single Client Access Name (SCAN) registered in Enterprise
DNS that resolves to three IP addresses (recommended).

Oracle Clusterware/Grid Infrastructure manages the virtual IP addresses.

Planning the private network configuration for Oracle RAC

Oracle RAC requires a minimum of one private IP address on each node for Oracle
Clusterware heartbeat.

Depending on the version of Oracle RAC you want to install, use one of the
following options for setting up the private network configuration for Oracle
database cache fusion:

Oracle RAC 10g  Use either Oracle UDP IPC or VCSIPC/LMX/LLT for the database cache
fusion traffic.

By default, the database cache fusion traffic is configured to use
VCSIPC/LMX/LLT.

Oracle RAC11g You must use UDP IPC for the database cache fusion traffic.
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The Oracle UDP IPC protocol requires an IP address. Symantec recommends that
an additional private IP address from a different subnet be used for load balancing
the Oracle cache fusion traffic.

Note: The private IP addresses of all nodes that are on the same physical network
must be in the same IP subnet.

The following practices provide a resilient private network setup:

m Configure Oracle Clusterware interconnects over LLT links to prevent data
corruption.
In an SF Oracle RAC cluster, the Oracle Clusterware heartbeat link MUST be
configured as an LLT link. If Oracle Clusterware and LLT use different links
for their communication, then the membership change between VCS and Oracle
Clusterware is not coordinated correctly. For example, if only the Oracle
Clusterware links are down, Oracle Clusterware kills one set of nodes after the
expiry of the css-misscount interval and initiates the Oracle Clusterware and
database recovery, even before CVM and CFS detect the node failures. This
uncoordinated recovery may cause data corruption.

m Oracle Clusterware interconnects need to be protected against NIC failures
and link failures. The PrivNIC or MultiPrivNIC agent can be used to protect
against NIC failures and link failures, if multiple links are available. Even if
link aggregation solutions in the form of bonded NICs are implemented, the
PrivNIC or MultiPrivNIC agent can be used to provide additional protection
against the failure of the aggregated link by failing over to available alternate
links. These alternate links can be simple NIC interfaces or bonded NICs.

An alternative option is to configure the Oracle Clusterware interconnects
over bonded NIC interfaces.
See “High availability solutions for Oracle RAC private network” on page 54.

m Configure Oracle Cache Fusion traffic to take place through the private network.
Symantec also recommends that all UDP cache-fusion links be LLT links.

Note: The PrivNIC and MultiPrivNIC agents are not supported with Oracle RAC
11.2.0.2. For more information, see
http://www.symantec.com/business/support/index?page=content&id=TECH145261

Oracle database clients use the public network for database services. Whenever
there is a node failure or network failure, the client fails over the connection,
for both existing and new connections, to the surviving node in the cluster

with which it is able to connect. Client failover occurs as a result of Oracle Fast
Application Notification, VIP failover and client connection TCP timeout. It is
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strongly recommended not to send Oracle Cache Fusion traffic through the
public network.

m Use NIC bonding to provide redundancy for public networks so that Oracle
can fail over virtual IP addresses if there is a public link failure.

High availability solutions for Oracle RAC private network
Table 3-1 lists the high availability solutions that you may adopt for your private

network.

Table 3-1 High availability solutions for Oracle RAC private network
Options Description
Using link Use a native NIC bonding solution to provide redundancy, in case

aggregation/ NIC of NIC failures.
bonding for Oracle

Make sure that a link configured under a aggregated link or NIC
Clusterware

bond is not configured as a separate LLT link.

When LLT is configured over a bonded interface, do one of the
following steps to prevent GAB from reporting jeopardy membership:

m Configure an additional NIC under LLT in addition to the bonded
NIC.
m Add the following line in the /etc/11ttab file:

set-dbg-minlinks 2

Using Use the PrivNIC agent when operating system limitations prevent
PrivNIC/MultiPrivNIC | you from using NIC bonding to provide high availability using
agents multiple network interfaces.

Use the MultiPrivNIC agent when operating system limitations
prevent you from using NIC bonding to provide high availability and
increased bandwidth using multiple network interfaces.

Note: See the following Technote regarding co-existence of PrivNIC
and MultiPrivNIC agents with Oracle RAC:
http://www.symantec.com/business/support/
index?page=content&id=TECH145261

For more deployment scenarios that illustrate the use of
PrivNIC/MultiPrivNIC deployments, see the appendix "SF Oracle
RAC deployment scenarios" in this document.
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Planning the storage

SF Oracle RAC provides the following options for shared storage:

m CVM
CVM provides native naming as well as enclosure-based naming (EBN).
Use enclosure-based naming for easy administration of storage.
Enclosure-based naming guarantees that the same name is given to a shared
LUN on all the nodes, irrespective of the operating system name for the LUN.

m CFS
m Oracle ASM over CVM

The following recommendations ensure better performance and availability of
storage.

m Use multiple storage arrays, if possible, to ensure protection against array
failures. The minimum recommended configuration is to have two HBAs for
each host and two switches.

m Design the storage layout keeping in mind performance and high availability
requirements. Use technologies such as striping and mirroring.

m Use appropriate stripe width and depth to optimize I/O performance.
m Use SCSI-3 persistent reservations (PR) compliant storage.

m Provide multiple access paths to disks with HBA/switch combinations to allow
DMP to provide high availability against storage link failures and to provide
load balancing.

Planning the storage for SF Oracle RAC

Table 3-2 lists the type of storage required for SF Oracle RAC.

Table 3-2 Type of storage required for SF Oracle RAC
SF Oracle RAC files Type of storage
SF Oracle RAC binaries Local
SF Oracle RAC fencing Shared

coordinator disks

SF Oracle RAC database Shared
storage management
repository
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Planning the storage for Oracle RAC
Review the storage options and guidelines for Oracle RAC:

m Storage options for OCR and voting disk
See “Planning the storage for OCR and voting disk” on page 56.

m Storage options for the Oracle RAC installation directories (ORACLE_BASE,
CRS_HOME or GRID_HOME (depending on Oracle RAC version), and
ORACLE_HOME)

See “Planning the storage for Oracle RAC binaries and data files” on page 57.

Planning the storage for OCR and voting disk
Depending on the Oracle RAC version, use one of the following options to place

the OCR and voting disk information:

Oracle RAC 10g Release 2 Clustered File System

CVM raw volumes

Oracle RAC 11g Release 2 Clustered File System

ASM disk groups created using CVM raw volumes

Figure 3-1 illustrates the options for storing OCR and voting disk information.

Figure 3-1 OCR and voting disk storage options
Option 1: OCR and voting disk on CFS Option 2: OCR and voting disk on CVM raw volumes
with two-way mirroring with two-way mirroring
ocrvol votevol
(CVM volume mirrored  (CVM volume mirrored
~ N on Diskl and Disk 2 Disk1 Disk 2
Jocrvote/vote ." ." Jocrvote/ocr ) on Diskl and Disk 2)

ocrvotevol
(CVM volume mirrored
on Diskl and Disk 2)

Disk 1 Disk 2 Disk 1 Disk 2
ocrvotedg ocrvotedg
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m If you want to place OCR and voting disk on a clustered file system (option 1),
you need to have two separate files for OCR and voting information respectively
on CFS mounted on a CVM mirrored volume.

m If youwant to place OCR and voting disk on CVM raw volumes or on ASM disk
groups that use CVM raw volumes (option 2), you need to use two CVM mirrored
volumes for configuring OCR and voting disk on these volumes.

For both option 1 and option 2:
m Theinstaller needs at least two LUNs of 640 MB each for creating the OCR and
voting disk storage.

Additionally, refer to the Oracle documentation for Oracle's recommendation
on the required disk space for OCR and voting disk.

m The option External Redundancy must be selected at the time of installing
Oracle Clusterware.

Note: Retain the default disk detach policy setting (g1obal) for OCR and voting
disk.

Once you have planned for the storage, you need to create the storage for OCR
and voting disk manually as described later in the chapter "Installing Oracle RAC".

Note: For setting up replicated clusters, OCR and voting disk must be on
non-replicated shared storage.

Planning the storage for Oracle RAC binaries and data files

The Oracle RAC binaries can be stored on local storage or on shared storage, based
on your high availability requirements.

Note: Symantec recommends that you install the Oracle Clusterware and Oracle
database binaries local to each node in the cluster.

Consider the following points while planning the installation:

m Localinstallations provide improved protection against a single point of failure
and also allows for applying Oracle RAC patches in a rolling fashion.

m CFSinstallations provide a single Oracle installation to manage, regardless of
the number of nodes. This scenario offers a reduction in storage requirements
and easy addition of nodes.

Table 3-3 lists the type of storage for Oracle RAC binaries and data files.
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Table 3-3 Type of storage for Oracle RAC binaries and data files
Oracle RAC files Type of storage

Oracle base Local

Oracle Clusterware/Grid | Local

Infrastructure binaries

Placing the Oracle Grid Infrastructure binaries on local disks
enables rolling upgrade of the cluster.

Oracle database binaries

Local

Placing the Oracle database binaries on local disks enables
rolling upgrade of the cluster.

Database datafiles

Shared

Store the Oracle database files on CFS rather than on raw device
or CVM raw device for easier management. Create separate
clustered file systems for each Oracle database. Keeping the
Oracle database datafiles on separate mount points enables
you to unmount the database for maintenance purposes
without affecting other databases.

If you plan to store the Oracle database on ASM, configure the
ASM disk groups over CVM volumes to take advantage of
dynamic multi-pathing.

Database recovery data
(archive, flash recovery)

Shared

Place archived logs on CFS rather than on local file systems.

Planning for Oracle ASM over CVM

Review the following information on storage support provided by Oracle ASM:

Supported by ASM

ASM provides storage for data files, control
files, online redo logs and archive log files,
and backup files. Starting with Oracle RAC
11g Release 2, ASM also supports storage
for OCR and voting disk.
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Not supported by ASM Oracle RAC 10g Release 2:

ASM does not support Oracle binaries, trace
files, alert logs, export files, tar files, core
files, Oracle Cluster Registry devices (OCR),
and voting disk, and application binaries on
ASM.

Oracle RAC 11g Release 2:

ASM does not support Oracle binaries, trace
files, alert logs, export files, tar files, core
files, and application binaries on ASM.

The following practices offer high availability and better performance:

m Use VxVM mirrored volumes with dynamic multi-pathing with external
redundancy to ensure high availability.

m Donot use VXVM volumes, which are used by ASM, for any other purpose such
as creation of file systems.

m Do not link the Veritas ODM library when databases are created on ASM.

Planning volume layout

The following recommendations ensure optimal layout of VxXVM/CVM volumes:

m Mirror the volumes across two or more storage arrays, if using VxVM mirrors.
Keep the Fast Mirror Resync regionsize equal to the database block size to
reduce the copy-on-write (COW) overhead. Reducing the regionsize increases
the amount of Cache Object allocations leading to performance overheads.

m Separate the Oracle recovery structures from the database files to ensure high
availability when you design placement policies.

m Separate redo logs and place them on the fastest storage (for example, RAID
1+ 0) for better performance.

m Use "third-mirror break-off" snapshots for cloning the Oracle log volumes. Do
not create Oracle log volumes on a Space-Optimized (SO) snapshot.

m Create as many Cache Objects (CO) as possible when you use Space-Optimized
(SO) snapshots for Oracle data volumes.

m Distribute the I/O load uniformly on all Cache Objects when you create multiple
Cache Objects.
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m Implement zoning on SAN switch to control access to shared storage. Be aware
that physical disks may be shared by multiple servers or applications and must
therefore be protected from accidental access.

m Choose DMP I/O policy based on the storage network topology and the
application I/0 pattern.

m Exploit thin provisioning for better return on investment.

Planning file system design

The following recommendations ensure an optimal file system design for
databases:

m If using VXVM mirroring, use ODM with CFS for better performance. ODM
with SmartSync enables faster recovery of mirrored volumes using Oracle
resilvering.

m Create separate file systems for Oracle binaries, data, redo logs, and archive
logs. This ensures that recovery data is available if you encounter problems
with database data files storage.

m Always place archived logs on CFS file systems rather then local file systems.

About planning to configure 1/0 fencing

After you configure SF Oracle RAC with the installer, you must configure I/O
fencing in the cluster for data integrity.

You can configure disk-based I/0O fencing or server-based I/0 fencing. If your
enterprise setup has multiple clusters that use VCS for clustering, Symantec
recommends you to configure server-based I/0 fencing.

The coordination points in server-based fencing can include only CP servers or a
mix of CP servers and coordinator disks. Symantec also supports server-based
fencing with a a single coordination point which is a single highly available CP
server that is hosted on an SFHA cluster.

Warning: For server-based fencing configurations that use a single coordination
point (CP server), the coordination point becomes a single point of failure. In such
configurations, the arbitration facility is not available during a failover of the CP
server in the SFHA cluster. So, if a network partition occurs on any application
cluster during the CP server failover, the application cluster is brought down.
Symantec recommends the use of single CP server-based fencing only in test
environments.
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Figure 3-2 illustrates a high-level flowchart to configure I/O fencing for the SF
Oracle RAC cluster.

Figure 3-2 Workflow to configure I/0 fencing
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Using the installsfrac
program

Using the Web-based
installer

Using response files

Manually editing
configuration files

After you perform the preparatory tasks, you can use any of the following methods
to configure I/0 fencing:

See “Setting up disk-based I/O fencing using installsfrac program” on page 137.

See “Setting up server-based I/0 fencing using installsfrac program” on page 154.

See “Configuring SF Oracle RAC for data integrity using the Web-based installer”
on page 151.

See “Response file variables to configure disk-based I/O fencing” on page 431.
See “Response file variables to configure server-based I/O fencing” on page 432.

See “Configuring I/0 fencing using response files” on page 409.

See “Setting up disk-based I/O fencing manually” on page 145.

See “Setting up server-based I/0 fencing manually” on page 154.

You can also migrate from one I/0 fencing configuration to another.

See the Veritas Storage Foundation for Oracle RAC Administrator's Guide for more
details.

Typical SF Oracle RAC cluster configuration with disk-based |/O fencing

Figure 3-3 displays a typical VCS configuration with two nodes and shared storage.
The configuration uses three coordinator disks for I/O fencing.
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Figure 3-3 Typical SF Oracle RAC cluster configuration with disk-based 1/0
fencing
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Typical SF Oracle RAC cluster configuration with server-based 1/0
fencing
Figure 3-4 displays a configuration using a SF Oracle RAC cluster (with two nodes),

asingle CP server, and two coordinator disks. The nodes within the SF Oracle RAC
cluster are connected to and communicate with each other using LLT links.
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Figure 3-4 CP server, SF Oracle RAC cluster, and coordinator disks
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Recommended CP server configurations
Following are the recommended CP server configurations:

m Multiple application clusters use three CP servers as their coordination points
See Figure 3-5 on page 65.

m Multiple application clusters use a single CP server and multiple pairs of
coordinator disks (two) as their coordination points
See Figure 3-6 on page 66.

m  Multiple application clusters use a single CP server as their coordination point
This single coordination point fencing configuration must use a highly available
CP server that is configured on an SFHA cluster as its coordination point.
See Figure 3-7 on page 66.

Warning: In a single CP server fencing configuration, arbitration facility is not
available during a failover of the CP server in the SFHA cluster. So, if a network
partition occurs on any application cluster during the CP server failover, the
application cluster is brought down.
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Although the recommended CP server configurations use three coordination
points, you can use more than three coordination points for I/O fencing. Ensure
that the total number of CP servers you use is an odd number. In a configuration
where multiple application clusters share a common set of CP server coordination
points, the application cluster as well as the CP server use a Universally Unique
Identifier (UUID) to uniquely identify an application cluster.

Figure 3-5 displays a configuration using three CP servers that are connected to
multiple application clusters.

Figure 3-5 Three CP servers connecting to multiple application clusters

CP servers hosted on a single-node VCS cluster
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Figure 3-6 displays a configuration using a single CP server that is connected to
multiple application clusters with each application cluster also using two
coordinator disks.
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Figure 3-6 Single CP server with two coordinator disks for each application
cluster
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Figure 3-7 displays a configuration using a single CP server that is connected to
multiple application clusters.

Figure 3-7 Single CP server connecting to multiple application clusters
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See “Configuration diagrams for setting up server-based I/O fencing” on page 776.
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Planning for cluster management

Table 3-4 lists the various agents supported in SF Oracle RAC installations for
effective cluster management.

Table 3-4 List of agents

Agent

Description

VCS agent for Oracle

Oracle database management

The VCS Oracle agent is recommended for managing Oracle
databases. VCS controls the Oracle database in this configuration.
The configuration without VCS Oracle agent may be used only in
a single database setup.

VCS agent for ASMDG

Oracle ASM disk group monitoring
The ASMDG agent monitors the Oracle ASM disk groups.

VCS agents for CVM

Volume management

An SF Oracle RAC installation automatically configures the
CVMCluster resource and the CVMVxconfigd resource. You must
configure the CVMVolDg agent for each shared disk group.

VCS agents for CFS

File system management

If the database uses cluster file systems, configure the CFSMount
agent for each volume in the disk group.

CSSD agent

(Application agent for
Oracle Clusterware)

Oracle Clusterware management

The CSSD agent starts, stops, and monitors Oracle Clusterware.
It ensures that the OCR, the voting disk and the private IP address
resources required by Oracle Clusterware are online before Oracle
Clusterware starts.

Note: It is mandatory to use CSSD agent in SF Oracle RAC
installations to ensure adequate handling of inter-dependencies
and thereby prevent the premature startup of Oracle Clusterware.

PrivNIC agent

High availability for a private IP address

The PrivNIC agent provides a reliable alternative when operating
system limitations prevent you from using NIC bonding to provide
high availability using multiple network interfaces.
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Table 3-4 List of agents (continued)

Agent Description

MultiPrivNIC agent High availability for multiple private IP addresses

The MultiPrivNIC agent provides a reliable alternative when
operating system limitations prevent you from using NIC bonding
to provide high availability and increased bandwidth using
multiple network interfaces.

CRSResource agent Oracle Clusterware resource monitoring.

The CRSResource agent monitors the Oracle Clusterware resources
such as the virtual IP address, listener, and the Oracle database
instance. It provides an alternative mechanism for monitoring
the Oracle database in the absence of the VCS Oracle agent. It is
useful in scenarios where the database is not managed by VCS and
the applications need to be started using VCS after Oracle
Clusterware starts the database.

Note: Make sure that you do not configure the following Oracle resources under
VCS: SCAN IP, virtual IP, and listener.

Planning for disaster recovery

SF Oracle RAC provides various disaster recovery configurations, such as campus
clusters and global clusters, for multi-site clusters. In multi-site clusters, the
nodes can be placed in different parts of a building, in separate buildings, or in
separate cities. The distance between the nodes depends on the type of disaster
from which protection is needed and on the technology used to replicate data. SF
Oracle RAC supports various replication technologies for data replication.

To protect clusters against outages caused by disasters, the cluster components
must be geographically separated.

Planning a campus cluster setup

A campus cluster is also known as a stretch cluster or remote mirror configuration.
In a campus cluster, the hosts and storage of a cluster span multiple sites separated
by a few miles.

Keep in mind the following best practices when you configure a SF Oracle RAC
campus cluster:
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m Campus cluster sites are typically connected using a redundant high-capacity
network that provides access to storage and private network communication
between the cluster nodes. A single DWDM link can be used for both storage
and private network communication.

m Tagthe disks or enclosures that belong to a site with the corresponding VxVM
site name. VXVM allocates storage from the correct site when creating or
resizing a volume and when changing a volume’s layout if the disks in the
VxVM disk group that contain the volume are tagged with the site name.

m Tag each host with the corresponding VxVM site name. Make sure the read
policy of the volumes is set to sITEREAD. This setting ensures that the reads
on the volumes are satisfied from the local site’s plex.

m Turnontheallsites attribute for all volumes that have data required by the
application, to make sure they are evenly mirrored. Each site must have at
least one mirror of all volumes hosting application data, including the
FlashSnap log volume.

m Turnonthe siteconsistent attribute for the disk groups and the volumes to
enable site-aware plex detaches. Snapshot volumes need not be site-consistent.

m In the case of a two-site campus cluster, place the third coordinator disk on
the third site. You may use iSCSIdisk on the third site as an alternative to Dark
Fiber connected FC-SAN or a Coordination Point Server (CPS), as a third
coordination point.

m  Make sure that a DCO log version 20 or higher is attached to the volumes to
enable Fast Resync operations.

m Set the CVM disk detach policy as globa1 for all disk groups containing data
volumes as well as disk groups containing OCR and voting disk.

Planning a global cluster setup
Global clusters provide the ability to fail over applications between geographically
distributed clusters when a disaster occurs.
Global clustering involves two steps:
1. Replication of data between the sites
2. Migration of the application when disaster occurs

The following aspects need to be considered when you design a disaster recovery
solution:

m The amount of data lost in the event of a disaster (Recovery Point Objective)

m The acceptable recovery time after the disaster (Recovery Time Objective)
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Data replication considerations

When you choose a replication solution, one of the important factors that you
need to consider is the required level of data throughput. Data throughput is the
rate at which the application is expected to write data. The impact of write
operations on replication are of more significance than that of the read operations.

In addition to the business needs discussed earlier, the following factors need to
be considered while choosing the replication options:

Mode of replication
Network bandwidth
Network latency between the two sites

Ability of the remote site to keep up with the data changes at the first site
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This chapter includes the following topics:
m About Veritas product licensing
m Setting or changing the product level for keyless licensing

m Installing Veritas product license keys

About Veritas product licensing

You have the option to install Veritas products without a license key. Installation
without alicense does not eliminate the need to obtain a license. A software license
is alegal instrument governing the usage or redistribution of copyright protected
software. The administrator and company representatives must ensure that a
server or cluster is entitled to the license level for the products installed. Symantec
reserves the right to ensure entitlement and compliance through auditing.

If you encounter problems while licensing this product, visit the Symantec
licensing support website.

www.symantec.com/techsupp/

The Veritas product installer prompts you to select one of the following licensing
methods:

m Install a license key for the product and features that you want to install.
When you purchase a Symantec product, you receive a License Key certificate.
The certificate specifies the product keys and the number of product licenses
purchased.

m Continue to install without a license key.
The installer prompts for the product modes and options that you want to
install, and then sets the required product level.


http://www.symantec.com/techsupp/
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About Veritas product licensing

Within 60 days of choosing this option, you must install a valid license key
corresponding to the license level entitled or continue with keyless licensing
by managing the server or cluster with a management server, such as Veritas
Operations Manager (VOM). If you do not comply with the above terms,
continuing to use the Symantec product is a violation of your end user license
agreement, and results in warning messages.

For more information about keyless licensing, see the following URL:
http://go.symantec.com/sfhakeyless

If you upgrade to this release from a prior release of the Veritas software, the
product installer does not change the license keys that are already installed. The
existing license keys may not activate new features in this release.

If you upgrade with the product installer, or if you install or upgrade with a method
other than the product installer, you must do one of the following to license the
products:

m Run the vxkeyless command to set the product level for the products you
have purchased. This option also requires that you manage the server or cluster
with a management server.

See “Setting or changing the product level for keyless licensing” on page 74.
See the vxkeyless (1m) manual page.

m Usethe vxlicinst command to install a valid product license key for the
products you have purchased.
See “Installing Veritas product license keys” on page 76.
See the vxlicinst (1m) manual page.

You can also use the above options to change the product levels to another level
that you are authorized to use. For example, you can add the replication option

to the installed product. You must ensure that you have the appropriate license
for the product level and options in use.

Note: In order to change from one product group to another, you may need to
perform additional steps.

About SF Oracle RAC licenses

Table 4-1 lists the various SF Oracle RAC license levels in keyless licensing and
the corresponding features.

Note: The SFRACENT_VFR and SFRACENT_VFR_GCO licenses are not supported.
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Table 4-1 SF Oracle RAC license levels (keyless licensing)
License Description Features enabled
SFRACENT SF Oracle RAC The license enables the following features:
Enterprise Edition m Veritas Volume Manager
m Veritas Storage and Availability
Management Tools for Oracle
databases
m Veritas Extension for ODM
m Veritas File System
m Veritas Cluster Server
m Veritas Mapping Services
SFRACENT_VR SF Oracle RAC The license enables the following features:
Er.lterprlse E<.11t10n m Veritas Volume Manager
with VR (Veritas . . .
. Veritas Volume Replicator is enabled.
Replicator) . .
m Veritas Storage and Availability
Management Tools for Oracle
databases
m Veritas Extension for ODM
m Veritas File System
m Veritas Cluster Server
m Veritas Mapping Services
SFRACENT_GCO SF Oracle RAC The license enables the following features:
Er.lterprlse Edition m Veritas Volume Manager
with GCO (Global Veritas S d Availabili
Cluster Option) m Veritas Storage and Availability

Management Tools for Oracle
databases
m Veritas Extension for ODM

Veritas File System
m Veritas Cluster Server

Global Cluster Option is enabled.
m Veritas Mapping Services
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Table 4-1 SF Oracle RAC license levels (keyless licensing) (continued)

License Description Features enabled

SFRACENT_VR_GCO SF Oracle RAC The license enables the following features:
Enterprise Edition

. m Veritas Volume Manager
with VR and GCO

Veritas Volume Replicator is enabled.

m Veritas Storage and Availability
Management Tools for Oracle
databases

m Veritas Extension for ODM

Veritas File System

m Veritas Cluster Server
Global Cluster Option is enabled.
B Veritas Mapping Services

Setting or changing the product level for keyless
licensing

The keyless licensing method uses product levels to determine the Veritas products
and functionality that are licensed. In order to use keyless licensing, you must set
up a Management Server to manage your systems.

For more information and to download the management server, see the following
URL:

http://go.symantec.com/vom

When you set the product license level for the first time, you enable keyless
licensing for that system. If you install with the product installer and select the
keyless option, you are prompted to select the product and feature level that you
want to license.

After you install, you can change product license levels at any time to reflect the
products and functionality that you want to license. When you set a product level,
you agree that you have the license for that functionality.
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To set or change the product level

1 Show your current working directory:
# pwd
Output resembles:

/opt/VRTSvlic/bin

2 View the current setting for the product level.

# ./vxkeyless -v display

3 View the possible settings for the product level.

# ./vxkeyless displayall

4  Set the desired product level.

# ./vxkeyless set prod levels

where prod_levels is a comma-separated list of keywords. The keywords are
the product levels as shown by the output of step 3.

If you want to remove keyless licensing and enter a key, you must clear the keyless
licenses. Use the NONE keyword to clear all keys from the system.

Warning: Clearing the keys disables the Veritas products until you install a new
key or set a new product level.

To clear the product license level

1 View the current setting for the product license level.

# ./vxkeyless [-v] display

2 If there are keyless licenses installed, remove all keyless licenses:

# ./vxkeyless [-q] set NONE

For more details on using the vxkeyless utility, see the vxkeyless (1m) manual
page.
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Installing Veritas product license keys

The VRTSvlic depot enables product licensing. After the VRTSvlic is installed,
the following commands and their manual pages are available on the system:

vxlicinst Installs a license key for a Symantec product
vxlicrep Displays currently installed licenses
vxlictest Retrieves features and their descriptions

encoded in a license key

Even though other products are included on the enclosed software discs, you can
only use the Symantec software products for which you have purchased a license.

To install a new license

¢ Run the following commands. In a cluster environment, run the commands
on each node in the cluster:

# ed /opt/VRTS/bin

# ./vxlicinst -k XXXX-XXXX-XXXX-XXXX-XXXX-XXX
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Preparing to install SF
Oracle RAC

This chapter includes the following topics:

Setting the umask before installation

Synchronizing time settings on cluster nodes
Mounting the product disc

Setting the environment variables for SF Oracle RAC
Optimizing LLT media speed settings on private NICs

Verifying the systems before installation

Setting the umask before installation

Set the umask to provide appropriate permissions for SF Oracle RAC binaries and
files. This setting is valid only for the duration of the current session.

# umask 0022

Synchronizing time settings on cluster nodes

Make sure that the time settings on all cluster nodes are synchronized.

Note: For Oracle RAC 11g Release 2, it is mandatory to configure NTP for
synchronizing time on all nodes in the cluster.

For instructions, see the operating system documentation.
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Mounting the product disc

Mounting the product disc

You must have superuser (root) privileges to load the SF Oracle RAC software.

You can unmount the product disc after completing the SF Oracle RAC installation.

To mount the product disc

1

Log in as the superuser to a cluster node or a remote node in the same subnet
as the cluster nodes.

Insert the product disc with the SF Oracle RAC software into a drive that is
connected to the system.

Identify the block device file for the disc drive:

# ioscan -fnC disk

Make a note of the device file as it applies to your system.

Create a directory in which to mount the software disc. Then, mount the disc
using the appropriate drive name:

# mkdir -p /dvd _mount
# mount /dev/dsk/c3t2d0 /dvd mount
Verify that the disc is mounted:

# mount

Setting the environment variables for SF Oracle RAC

Set the MANPATH variable in the .profile file (or other appropriate shell setup
file for your system) to enable viewing of manual pages.

Based on the shell you use, type one of the following:

For sh, ksh, or bash # MANPATH=/usr/share/man:/opt/VRTS/man

# export MANPATH

Set the PATH environment variable in the .profile file (or other appropriate shell
setup file for your system) on each system to include installation and other
commands.
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Note: Do not define §ORACLE_HOME/lib in LIBPATH for root user. You should
define $§ORACLE_HOME/Iib in LIBPATH for the oracle user.

Based on the shell you use, type one of the following:

For sh, ksh, or bash # PATH=/usr/sbin:/sbin:/usr/bin:\
/opt/VRTS/bin:\
$PATH; export PATH

Optimizing LLT media speed settings on private NICs

For optimal LLT communication among the cluster nodes, the interface cards on
each node must use the same media speed settings. Also, the settings for the
switches or the hubs that are used for the LLT interconnections must match that
of the interface cards. Incorrect settings can cause poor network performance or
even network failure.

If you use different media speed for the private NICs, Symantec recommends that
you configure the NICs with lesser speed as low-priority links to enhance LLT
performance.

Guidelines for setting the media speed of the LLT interconnects

Review the following guidelines for setting the media speed of the LLT
interconnects:

m Symantec recommends that you manually set the same media speed setting
on each Ethernet card on each node.
If you use different media speed for the private NICs, Symantec recommends
that you configure the NICs with lesser speed as low-priority links to enhance
LLT performance.

m If you have hubs or switches for LLT interconnects, then set the hub or switch
port to the same setting as used on the cards on each node.

Details for setting the media speeds for specific devices are outside of the scope
of this manual. Consult the device’s documentation for more information.

Verifying the systems before installation

Use any of the following options to verify your systems before installation:

m Option 1: Run Symantec Operations Readiness Tools (SORT).
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For information on downloading and running SORT:
https://sort.symantec.com

m Option 2: Run the installsfrac program with the "-precheck” option as follows:
Navigate to the directory that contains the installsfrac program.
The programislocatedinthe storage foundation for oracle racdirectory.
Start the preinstallation check:

# ./installsfrac -precheck node 1 node 2

where node_1, node_2 are the names of the nodes in the cluster.

The program proceeds in a non-interactive mode, examining the systems for
licenses, depots, disk space, and system-to-system communications. The
program displays the results of the check and saves them in a log file. The
location of the log file is displayed at the end of the precheck process.

m Option 3: Run the Veritas Web-based installation program as follows:

m Navigate to the directory that contains the Web-based installation program
and start the installer:

# ./webinstaller start

Paste the link in the address bar of the Web browser to access the installer.

m On the Select a task and a product page, select Perform a Pre-installation
check from the Task drop-down list.
Select the product from the Product drop-down list, and click Next.
Enter the names of the systems that you want to verify.
The installer performs the precheck and displays the results.


https://sort.symantec.com

Installing SF Oracle RAC

This chapter includes the following topics:

About installing SF Oracle RAC

About installation and configuration methods

Installing SF Oracle RAC using the Veritas script-based installation program
Installing SF Oracle RAC using the Veritas Web-based installation program

Installing SF Oracle RAC using Ignite-UX

About installing SF Oracle RAC

You can install SF Oracle RAC on clusters of up to 16 nodes.

By default, the communication between the systems is selected as SSH. If SSH is
used for communication between systems, the SSH commands execute without
prompting for passwords or confirmations.

The product installer has improved ability to recover from failed installations.
By default, the installer generates a response file that you can reuse or customize
for silent installations on other systems.

About installation and configuration methods

You can use one of the following methods to install and configure SF Oracle RAC.
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Table 6-1

Installation and configuration methods

Method

Description

Interactive installation and
configuration using the
script-based installer

Note: If you obtained SF
Oracle RAC from an
electronic download site, you
mustusetheinstallsfrac
programscriptinstead of the
installer script.

You can use one of the following script-based installers:

m Common product installer script:
installer
The common product installer script provides a menu
that simplifies the selection of installation and
configuration options.

m  Product-specific installation script:
installsfrac program

m The product-specific installation script provides
command-line interface options. Installing and
configuring with the installsfrac program script
is identical to specifying SF Oracle RAC from the
installer script.
Use this method to install or configure only SF Oracle
RAC.

Silent installation using the
response file

The response file automates installation and configuration
by using system and configuration information stored in a
specified file instead of prompting for information. You
can use the script-based installers with the response file to
install silently on one or more systems.

See “About response files” on page 395.

Web-based installer

The Web-based installer provides an interface to manage
the installation and configuration from a remote site using
a standard Web browser.

webinstaller

See “Installing SF Oracle RAC using the Veritas Web-based
installation program” on page 88.

Installing SF Oracle RAC using the Veritas
script-based installation program

Before you start the installation, make sure that you have the installation and
configuration worksheet with the values on hand for the installation.

See “SF Oracle RAC worksheet” on page 618.

During the installation, the installer performs the following tasks:
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m Verifies system readiness for installation by checking system communication,
network speed, installed depots, operating system patches, swap space, and
available volume space.

Note: If the installer reports that any of the patches are not available, install
the patches on the system before proceeding with the SF Oracle RAC
installation.

m Installs the SF Oracle RAC 6.0 depots.

If you encounter issues during the installation, see the Veritas Storage Foundation
for Oracle RAC Administrator's Guide, Chapter "Performance and troubleshooting"
for information on resolving the issue.

The following sample procedure installs SF Oracle RAC on two systems—galaxy
and nebula.

To install SF Oracle RAC

1 Review the installer note on VxVM and confirm if you want to proceed with
the installation.

The installer replaces any previous VxVM version with VxVM 6.0.
Log in as the superuser on one of the systems.

Start the installation program:

SF Oracle Run the program:

RAC installer
# ./installsfrac galaxy nebula
Common Navigate to the directory that contains the installation program.
Product Run the program:
installer

# ./installer galaxy nebula

From the opening Selection Menu, choose: "I" for "Install a Product."

From the displayed list of products to install, choose Veritas Storage
Foundation for Oracle RAC.

The installer displays the copyright message and specifies the directory where
the running logs are created.

4  Set up the systems so that commands between systems execute without
prompting for passwords or confirmations.
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Would you like the installer to setup ssh or rsh communication
automatically between the systems?
Superuser passwords for the systems will be asked. [y,n,qg]l (y)

Enter the superuser password for system vcslx613:

1) Setup ssh between the systems
2) Setup rsh between the systems
b) Back to previous menu

Select the communication method [1-2,b,q,?] (1)

5 If you had quit the installer in the process of an active installation, the
installer discovers that installer process and provides the option of resuming
the installation or starting a new installation. Provide a suitable response.

The installer has discovered an existing installer process.
The process exited while performing configure of SF Oracle RAC
on galaxy.

Do you want to resume this process? [y,n,q,?] (y) n

Enter y to agree to the End User License Agreement (EULA).

Select the type of installation—Minimal, Recommended, All. Each option
displays the disk space that is required for installation.

Symantec recommends you to choose the option Install all depots.

1) Install minimal required depots

2) Install recommended depots

3) Install all depots

4) Display depots to be installed for each option
Select the depots to be installed on all systems?
[1-4,q9,?] (2) 3

The installer verifies the systems for compatibility and displays the list of
depots and patches that will be installed.
The installer installs the SF Oracle RAC depots and patches.

8 Select the appropriate license option.

1) Enter a valid license key
2) Enable keyless licensing and complete
system licensing later

How would you like to license the systems? [1-2,qd]

m Enter 1if you have a valid license key. When prompted, enter the license
key.
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Enter a SF Oracle RAC license key:
XXXX-XXXX-XXXX-XXXX - XXXX-XXXX-XXXX-XXXX-X

If you plan to enable additional capabilities, enter the corresponding
license keys when you are prompted for additional licenses.

Do you wish to enter additional licenses? [y,n,q,b]l (n)

m Enter 2 to enable keyless licensing.

Note: The keyless license option enables you to install SF Oracle RAC
without entering a key. However, you must still acquire a valid license to
install and use SF Oracle RAC. Keyless licensing requires that you manage
the systems with a Management Server.

Entery if you want to enable replication or configure Global Cluster Option
(GCO) during the installation. Replication is configured with default values
while GCO is configured with the settings you specify. You can reconfigure
replication and GCO manually at any time.

Would you like to enable the

Veritas Volume Replicator? [y,n,qgl (n)
Would you like to enable the

Global Cluster Option? [y,n,qg] (n)

The installer registers the license.

9 Verify that the installation process completed successfully. Review the output
at the end of the installation and note the location of the summary and log
files for future reference.

10 Entery if you want to send the installation information to Symantec.
Would you like to send the information about this installation

to Symantec to help improve installation in the future? [y,n,q,?] (V) ¥

11 Restart the nodes after installation. Some of the depots require a restart
operation before you can proceed to configure SF Oracle RAC.

Note: Do not use the reboot command to restart the nodes.

# /usr/sbin/shutdown -r now

12 Entery if you want to view the summary file.
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Would you like to view the summary file? [y,n,q] (n) y

Installing SF Oracle RAC using the Veritas Web-based
installation program

Before you start the installation, make sure that you have the installation and
configuration worksheet with the values on hand for the installation.

The installation of SF Oracle RAC using the Web-based installation program
involves the following tasks:

Review the system configuration requirements for a Web-based installation.
See “Before using the Veritas Web-based installer” on page 88.

Start the Veritas Web installer.
See “Starting the Veritas Web-based installer” on page 89.

Install SF Oracle RAC.
See “Installing products with the Veritas Web-based installer” on page 90.

During the installation, the installer performs the following tasks:

Verifies system readiness for installation by checking system communication,
network speed, installed depots, operating system patches, swap space, and
available volume space.

Note: If the installer reports that any of the patches are not available, install
the patches on the system before proceeding with the SF Oracle RAC
installation.

Installs the SF Oracle RAC 6.0 depots.

If you encounter issues during the installation, see the Veritas Storage Foundation
for Oracle RAC Administrator's Guide, Chapter "Performance and troubleshooting"
for information on resolving the issue.

Before using the Veritas Web-based installer

The Veritas Web-based installer requires the following configuration.
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Table 6-2 Web-based installer requirements

System Function Requirements

Target system The systems where you plan to install | Must be a supported
the Veritas products. platform for SF Oracle

RAC6.0.

Installation server The server where you start the Must use the same
installation. The installation media is | operating system as the
accessible from the installation target systems and must
server. be at one of the

supported operating
system update levels.

Administrative system | The system where you run the Web | Must have a Web
browser to perform the installation. | browser.

Supported browsers:

m Internet Explorer 6,
7,and 8
m Firefox 3.x and later

Starting the Veritas Web-based installer

This section describes starting the Veritas Web-based installer.
To start the Web-based installer

1 Startthe Veritas XPortal Server process xprt1wid, on the installation server:
# ./webinstaller start

The webinstaller script displays a URL. Note this URL.

Note: If you do not see the URL, run the command again.

The default listening port is 14172. If you have a firewall that blocks port
14172, use the -port option to use a free port instead.

On the administrative server, start the Web browser.

Navigate to the URL that the script displayed.
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Certain browsers may display the following message:

Secure Connection Failed

Obtain a security exception for your browser.

When prompted, enter root and root's password of the installation server.

Log in as superuser.

Installing products with the Veritas Web-based installer

This section describes installing SF Oracle RAC with the Veritas Web-based
installer.

To install SF Oracle RAC

1

Start the Web-based installer.
See “Starting the Veritas Web-based installer” on page 89.

On the Select a task and product page, select the installation from the Task
drop-down list.

Select Veritas Storage Foundation for Oracle RAC from the Product
drop-down list, and click Next.

On the License agreement page, select whether you accept the terms of the
End User License Agreement (EULA). To continue, select Yes, I agree and
click Next.

Choose minimal, recommended, or all packages. Click Next.

Indicate the systems on which to install. Enter one or more system names,
separated by spaces. Click Next.

After the validation completes successfully, click Next to install SF Oracle
RAC on the selected system.

After the installation completes, you must choose your licensing method.
On the license page, select one of the following tabs:

m Keyless licensing

Note: The keyless license option enables you to install without entering
a key. However, in order to ensure compliance you must manage the
systems with a management server.

For more information, go to the following website:

http://go.symantec.com/sfhakeyless
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Complete the following information:
Choose whether you want to enable Global Cluster option.
Click Register.

m Enter license key
If you have a valid license key, select this tab. Enter the license key for
each system. Click Register.

9 The installer prompts you to configure the cluster. Select Yes to continue
with configuring the product.

For instructions, see the chapter, "Preparing to Configure SF Oracle RAC."

If you select No, you can exit the installer. You must configure the product
before you can use SF Oracle RAC.

After the installation completes, the installer displays the location of the log
and summary files. If required, view the files to confirm the installation status.

If the installer prompts you to reboot the systems, do so.

10 Select the checkbox to specify whether you want to send your installation
information to Symantec.

Would you like to send the information about this installation

to Symantec to help improve installation in the future?

Click Finish. The installer prompts you for another task.

Installing SF Oracle RAC using Ignite-UX

You can install SF Oracle RAC or the HP-UX operating system and SF Oracle RAC
using Ignite-UX.

The following procedures describe:

m See “Creating the Software Distributor (SD) bundle for SF Oracle RAC or the
operating system and SF Oracle RAC” on page 91.

m See “Using Ignite-UX to perform a standalone SF Oracle RAC installation”
on page 93.

m See “Using Ignite-UX to install SF Oracle RAC and the HP-UX operating system”
on page 94.

Creating the Software Distributor (SD) bundle for SF Oracle RAC or
the operating system and SF Oracle RAC

You can use the installer to create SD bundles.

91
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You must run the following commands from an Ignite-UX Server. The -ignite
option cannot run with other installation options.

Note: When you create the SD bundle for SF Oracle RAC, the Veritas product disc
must be mounted on the Ignite-UX Server.

To create an SD bundle using the installer

1

Log in to a configured and running Ignite-UX Server and mount the Veritas
installation disc.

From the prompt, run the installer command with the -ignite option.

# installer -ignite

Select the product to create its SD bundle.

The installer prompts you for the directory name to place the bundle.

Enter the file directory to create the VCS bundle:
(/var/opt/ignite/depots)

Checking the free space of file system ...........iiiiiino.. Done

Enter a name for the bundle which holds all the VCS depots:
(VCs60_bundle)

Accept the default bundle name or give the bundle a new name.

The installer copies the depots of the selected product from the disc to the
Ignite-UX Server and creates the bundle. It then generates configuration files
for the bundle.

The bundle is ready for a standalone installation of the specific product. To
quit the installer choose the last option, None of the above.

Continue to the next step if you plan to create an SD bundle for both the
operating system and SF Oracle RAC.

The installer checks the /var/opt/ignite/data/INDEX file to determine if the
HP-UX operating system configuration files are available on the Ignite-UX
Server. If the file is available, the installer prompts you to add the newly
created bundle cfg into the HP-UX operating system cfg clause. You need to
add it so that you can choose the bundle during the HP-UX operating system
installation.

Answer y to add the bundle cfg into the HP-UX operating system cfg clause.
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Using Ignite-UX to perform a standalone SF Oracle RAC installation
You can use Ignite-UX to install SF Oracle RAC on a standalone system.
To use Ignite-UX to install SF Oracle RAC

1 Make sure that the following bundles or packages are not on the target
systems; remove them if they exist.

m Operating system bundles:
m Base-VxTools-50
m Base-VxVM-50
m B3929FB
m Base-VxFS-50
m Base-VxVM
m Operating system bundle packages:
m AVXTOOL
m AVXVM
m AONLINEJFS
m OnlineJFS01

m AVXEFS
2 Create the SD bundle. You should be able to install this bundle to HP-UX
systems on your network.

See “Creating the Software Distributor (SD) bundle for SF Oracle RAC or the
operating system and SF Oracle RAC” on page 91.

3 Onthe system where you want to install the Veritas product, run the following
command.

# swinstall -x autoreboot=true -s \
ignite server ipadd:/var/opt/ignite/depots/\
product bundle product bundle

Where ignite_server_ipaddis the IP address of the Ignite-UX Server and where
/var/opt/ignite/depots is the directory path.

For example:

# swinstall -x autoreboot=true -s \
10.198.92.81:/var/opt/ignite/depots/SFRAC60 bundle SFRAC60 bundle
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4  After you install the bundle, reboot the system.
5 Configure the product. See the configuration chapter of this guide.

Using Ignite-UX to install SF Oracle RAC and the HP-UX operating
system

You can use Ignite-UX to install SF Oracle RAC and the operating system.
To use Ignite-UX to install SF Oracle RAC and the operating system

1 Create the SD bundle. You should be able to install this bundle to HP-UX
systems on your network.

See “Creating the Software Distributor (SD) bundle for SF Oracle RAC or the
operating system and SF Oracle RAC” on page 91.

2 Install the operating system. See the appropriate HP-UX documentation for
details.

3 If you use the Ignite-UX screen GUI, switch to the Software tab on the
configuration page of the operating system installation. On the Software tab,
select and enable the Veritas product bundle that you want to install.

4 Onthe Software tab, deselect the following operating system bundles if they
are selected:

m Base-VxTools-50
m Base-VxVM-50

m B3929FB

m Base-VxFS-50

m Base-VxVM

5 After you have installed the bundle, you need to configure the product. See
the configuration chapter of this guide.
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This chapter includes the following topics:

m Setting up the CP server

Setting up the CP server

Table 7-1 lists the tasks to set up the CP server for server-based I/O fencing.

Table 7-1

Tasks to set up CP server for server-based I/0 fencing

Task

Reference

Plan your CP server setup

See “Planning your CP server setup”
on page 96.

Install the CP server

See “Installing the CP server using the
installer” on page 97.

Configure the CP server cluster in secure
mode

See “Configuring the CP server cluster in
secure mode” on page 98.

Set up shared storage for the CP server
database

See “Setting up shared storage for the CP
server database” on page 98.

Configure the CP server

See “ Configuring the CP server using the
configuration utility” on page 99.

See “Configuring the CP server manually”
on page 108.

Verify the CP server configuration

See “Verifying the CP server configuration”
on page 110.
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Planning your CP server setup

Follow the planning instructions to set up CP server for server-based I/O fencing.

To plan your CP server setup

1

Decide whether you want to host the CP server on a single-node VCS cluster,
or on an SFHA cluster.

Symantec recommends hosting the CP server on an SFHA cluster to make
the CP server highly available.

If you host the CP server on an SFHA cluster, review the following information.
Make sure you make the decisions and meet these prerequisites when you
set up the CP server:

® You must configure disk-based fencing during the SFHA configuration.

m You must set up shared storage for the CP server database during your
CP server setup.

m Decide whether you want to configure server-based fencing for the SF
Oracle RAC cluster (application cluster) with a single CP server as
coordination point or with at least three coordination points.
Symantec recommends using at least three coordination points.

Decide whether you want to configure the CP server cluster in secure mode.

Symantec recommends configuring the CP server cluster in secure mode to
secure the communication between the CP server and its clients (SF Oracle
RAC clusters). It also secures the HAD communication on the CP server cluster.

Set up the hardware and network for your CP server.

See “CP server requirements” on page 44.

Have the following information handy for CP server configuration:

m Name for the CP server
The CP server name should not contain any special characters. CP server
name can include alphanumeric characters, underscore, and hyphen.

m Port number for the CP server
Allocate a TCP/IP port for use by the CP server.
Valid port range is between 49152 and 65535. The default port number is
14250.

m Virtual IP address, network interface, netmask, and networkhosts for the
CP server
You can configure multiple virtual IP addresses for the CP server.
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Note: If a CP server is configured to use an IPv6 network address for the
virtual IP, then the operating system of the cluster nodes where SF Oracle
RAC is hosted should also support the IPv6 network stack along with the
IPv4 network stack. Note that even if SF Oracle RAC supports IPv6, it
cannot be configured to use IPv6 network addresses for its agents, because
Oracle RAC does not support IPv6.

Installing the CP server using the installer

CP server setup uses a
single system

CP server setup uses
multiple systems

Perform the following procedure to install and configure VCS or SFHA on CP
server systems.

To install and configure VCS or SFHA on the CP server systems

& Depending on whether your CP server uses a single system or multiple
systems, perform the following tasks:

Install and configure VCS to create a single-node VCS cluster.

During installation, make sure to select all depots for installation. The VRTScps depot is
installed only if you select to install all depots.

See the Veritas Cluster Server Installation Guide for instructions on installing and
configuring VCS.

Proceed to configure the CP server.
See “ Configuring the CP server using the configuration utility” on page 99.

See “Configuring the CP server manually” on page 108.

Install and configure SFHA to create an SFHA cluster. This makes the CP server highly
available.

Meet the following requirements for CP server:

m During installation, make sure to select all depots for installation. The VRTScps depot
is installed only if you select to install all depots.
m During configuration, configure disk-based fencing (scsi3 mode).

See the Veritas Storage Foundation and High Availability Installation Guide for instructions
on installing and configuring SFHA.

Proceed to set up shared storage for the CP server database.
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Configuring the CP server cluster in secure mode

You must configure security on the CP server only if you want to secure the
communication between the CP server and the SF Oracle RAC cluster (CP client).

This step secures the HAD communication on the CP server cluster.

Note: If you already configured the CP server cluster in secure mode during the
VCS configuration, then skip this section.

To configure the CP server cluster in secure mode
¢ Runtheinstaller as follows to configure the CP server cluster in secure mode.

If you have VCS installed on the CP server, run the following command:

# installvcs -security

If you have SFHA installed on the CP server, run the following command:

# installsfha -security

Setting up shared storage for the CP server database

If you configured SFHA on the CP server cluster, perform the following procedure
to set up shared storage for the CP server database.

Symantec recommends that you create a mirrored volume for the CP server
database and that you use the vxfs file system type.

To set up shared storage for the CP server database

1 Create a disk group containing the disks. You require two disks to create a
mirrored volume.

For example:
# vxdg init cps_dg diskl disk2
2 Import the disk group if it is not already imported.

For example:

# vxdg import cps_dg
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3 Create a mirrored volume over the disk group.

For example:

# vxassist -g cps_dg make cps_vol volume size layout=mirror

4  Create a file system over the volume.

The CP server configuration utility only supports vxfs file system type. If you
use an alternate file system, then you must configure CP server manually.

Depending on the operating system that your CP server runs, enter the
following command:

AIX # mkfs -V vxfs /dev/vx/rdsk/cps_dg/cps_volume
HP-UX # mkfs -F vxfs /dev/vx/rdsk/cps_dg/cps_volume
Linux # mkfs -t vxfs /dev/vx/rdsk/cps_dg/cps_volume
Solaris # mkfs -F vxfs /dev/vx/rdsk/cps_dg/cps_volume

Configuring the CP server using the configuration utility

The CP server configuration utility (configure cps.pl)is part of the VRTScps
depot.

Perform one of the following procedures:

For CP servers on See “To configure the CP server on a single-node VCS cluster”
single-node VCS on page 99.
cluster:

For CP serversonan  See “To configure the CP server on an SFHA cluster” on page 103.
SFHA cluster:

To configure the CP server on a single-node VCS cluster

1 Verify that the VRTScps depot is installed on the node.

2 Run the CP server configuration script on the node where you want to
configure the CP server:

# /opt/VRTScps/bin/configure cps.pl
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3 Enter1 at the prompt to configure CP server on a single-node VCS cluster.
The configuration utility then runs the following preconfiguration checks:

m Checks to see if a single-node VCS cluster is running with the supported
platform.
The CP server requires VCS to be installed and configured before its
configuration.

m Checks to see if the CP server is already configured on the system.
If the CP server is already configured, then the configuration utility
informs the user and requests that the user unconfigure the CP server
before trying to configure it.

4  Enter the name of the CP server.
Enter the name of the CP Server: mycpsl

5 Entervalid virtual IP addresses on which the CP server process should depend
on:

m Enter the number of virtual IP addresses you want to configure:

Enter the number of virtual IP(s) to configure : 2

m Enter valid virtual IP addresses:

Enter a valid IP address for Virtual IP - 1 which the CP Server
process should depend on : 10.209.83.85
Enter a valid IP address for Virtual IP - 2 which the CP Server
process should depend on : 10.209.83.87

6 Enter the CP server port number or press Enter to accept the default value
(14250).

Enter a port number for virtual IP 10.209.83.85 in range [49152,
65535], or press enter for default port (14250)

Using default port: 14250

Enter a port number for virtual IP 10.209.83.87 in range
[49152, 65535], or press enter for default port (14250)

Using default port: 14250
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Choose whether the communication between the CP server and the SF Oracle
RAC clusters has to be made secure.

If you have not configured the CP server cluster in secure mode, enter n at
the prompt.

Warning: If the CP server cluster is not configured in secure mode, and if you
enter y, then the script immediately exits. You must configure the CP server
cluster in secure mode and rerun the CP server configuration script.

Veritas recommends secure communication between the CP server and
application clusters. Enabling security requires Symantec Product

Authentication Service to be installed and configured on the cluster.

Do you want to enable Security for the communications? (y/n)
(Default:y)

Enter the absolute path of the CP server database or press Enter to accept
the default value (/etc/VRTScps/db).

CP Server uses an internal database to store the client information.

Note: As the CP Server is being configured on a single node VCS,

the database can reside on local file system.

Enter absolute path of the database (Default:/etc/VRTScps/db) :

Verify and confirm the CP server configuration information.

Following is the CP Server configuration information:
(a)CP Server Name: mycpsl

(b)CP Server Virtual IP(s): 10.209.83.85 10.209.83.87
(c)CP Server Port(s): 14250 14250

(d)CP Server Security : 1

(e)CP Server Database Dir: /etc/VRTScps/db

Press b if you want to change the configuration, <enter> to continue
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10

11

12

13

14

The configuration utility proceeds with the configuration process, and creates
a vxcps.conf configuration file.

Successfully generated the /etc/vxcps.conf configuration file.

Successfully created directory /etc/VRTScps/db.

Configuring CP Server Service Group (CPSSG) for this cluster

Enter the number of NIC resources that you want to configure. You must use
a public NIC.

Enter how many NIC resources you want to configure [1 to 2]: 2
Answer the following questions for each NIC resource that you want to
configure.

Enter a valid network interface for the virtual IP address for the CP server
process.

Enter a valid network interface for virtual IP 10.209.83.85
on mycpsl.symantecexample.com: lan0
Enter a valid network interface for virtual IP 10.209.83.87

on mycpsl.symantecexample.com: lan0

Enter the NIC resource you want to associate with the virtual IP addresses.

Enter the NIC resource you want to associate with the

virtual IP 10.209.83.85 [1 to 2] : 1
Enter the NIC resource you want to associate with the
virtual IP 10.209.83.87 [1 to 2] : 2

Enter networkhosts information for each NIC resource.

Symantec recommends configuring NetworkHosts attribute to ensure
NIC resource to be online always.

Do you want to add NetworkHosts attribute for the NIC device
lan0 on system mycpsl? [y/n] : vy

Enter a valid IP address to configure NetworkHosts for

NIC lanO on system mycpsl : 10.209.83.86

Do you want to add another Network Host ?[y/n] : n
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Enter the netmask for each virtual IP address. For example:

Enter the netmask for virtual IP 10.209.83.85
255.255.252.0
Enter the netmask for virtual IP 10.209.83.87
255.255.252.0

After the configuration process has completed, a success message appears.
For example:

Successfully added the Quorum Agent Type to VCS configuration.
Successfully added the CPSSG service group to
VCS configuration. Bringing the CPSSG service

group online. Please wait...

The Veritas Coordination Point Server has been

configured on your system.

Run the hagrp -state command to ensure that the CPSSG service group
has been added.

For example:

# hagrp -state CPSSG

#Group Attribute System Value
CPSSG State mycpsl.symantecexample.com | ONLINE |

It also generates the configuration file for CP server (/etc/vxcps.conf).

The configuration utility adds the vxcpserv process and other resources to
the VCS configuration in the CP server service group (CPSSG).

For information about the CPSSG, refer to the Veritas Storage Foundation for
Oracle RAC Administrator's Guide.

In addition, the main.cf samples contain details about the vxcpserv resource
and its dependencies.

See “Sample configuration files for CP server” on page 670.

To configure the CP server on an SFHA cluster

1
2

Verify that the VRTScps depot is installed on each node.

Make sure that you have configured passwordless ssh or remsh on the CP
server cluster nodes.
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Run the CP server configuration script on any node in the cluster:

# /opt/VRTScps/bin/configure_cps.pl [-n]

The CP server configuration utility uses ssh by default to communicate
between systems. Use the -n option for remsh communication.

Enter 2 at the prompt to configure CP server on an SFHA cluster.

The configuration utility then runs the following preconfiguration checks:

m Checks to see if an SFHA cluster is running with the supported platform.
The CP server requires SFHA to be installed and configured before its
configuration.

m Checks to see if the CP server is already configured on the system.
If the CP server is already configured, then the configuration utility
informs the user and requests that the user unconfigure the CP server
before trying to configure it.

Enter the name of the CP server.
Enter the name of the CP Server: mycpsl

Enter valid virtual IP addresses on which the CP server process should depend
on:

m Enter the number of virtual IP addresses you want to configure:

Enter the number of virtual IP(s) to configure : 2

m Enter valid virtual IP addresses:

Enter a valid IP address for Virtual IP - 1 which the CP Server
process should depend on : 10.209.83.85
Enter a valid IP address for Virtual IP - 2 which the CP Server
process should depend on : 10.209.83.87
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Enter the CP server port number or press Enter to accept the default value
(14250).

Enter a port number for virtual IP 10.209.83.85 in range [49152,
65535], or press enter for default port (14250)

Using default port: 14250

Enter a port number for virtual IP 10.209.83.87 in range
[49152, 65535], or press enter for default port (14250)

Using default port: 14250

Choose whether the communication between the CP server and the SF Oracle
RAC clusters has to be made secure.

If you have not configured the CP server cluster in secure mode, enter n at
the prompt.

Warning: If the CP server cluster is not configured in secure mode, and if you
enter y, then the script immediately exits. You must configure the CP server
cluster in secure mode and rerun the CP server configuration script.

Veritas recommends secure communication between the CP server and
application clusters. Enabling security requires Symantec Product

Authentication Service to be installed and configured on the cluster.

Do you want to enable Security for the communications? (y/n)
(Default:y)

Enter the absolute path of the CP server database or press Enter to accept
the default value (/etc/VRTScps/db).

CP Server uses an internal database to store the client information.

Note: As the CP Server is being configured on SFHA cluster, the

database should reside on shared storage with vxfs file system.

Please refer to documentation for information on setting up of

shared storage for CP server database.

Enter absolute path of the database (Default:/etc/VRTScps/db):
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10 Verify and confirm the CP server configuration information.

Following is the CP Server configuration information:
(a)CP Server Name: mycpsl

(b)CP Server Virtual IP(s): 10.209.83.85 10.209.83.87
(c)CP Server Port(s): 14250 14250

(d)CP Server Security : 1

(e)

CP Server Database Dir: /etc/VRTScps/db

Press b if you want to change the configuration, <enter> to continue

11 The configuration utility proceeds with the configuration process, and creates
a vxcps.conf configuration file on each node.

The following output is for one node:

Successfully generated the /etc/vxcps.conf
configuration file.

Successfully created directory /etc/VRTScps/db.
Creating mount point /etc/VRTScps/db on
mycpsl.symantecexample.com.

Copying configuration file /etc/vxcps.conf to

mycpsl.symantecexample.com

Configuring CP Server Service Group (CPSSG) for this cluster

12 Enter the number of NIC resources that you want to configure. You must use
a public NIC.

Enter how many NIC resources you want to configure [l to 2]: 2

Answer the following questions for each NIC resource that you want to
configure.

13 Confirm whether you use the same NIC name for the virtual IP on all the
systems in the cluster.

Is the name of network interfaces for NIC resource - 1

same on all the systems?[y/n] : y
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Enter a valid network interface for the virtual IP address for the CP server
process.

Enter a valid interface for virtual IP 10.209.83.85

on all the systems : lan0

Enter the NIC resource you want to associate with the virtual IP addresses.

Enter the NIC resource you want to associate with the
virtual IP 10.209.83.85 [1 to 2] : 1
Enter the NIC resource you want to associate with the
virtual IP 10.209.83.87 [1 to 2] : 2

Enter networkhosts information for each NIC resource.

Symantec recommends configuring NetworkHosts attribute to ensure
NIC resource to be online always.

Do you want to add NetworkHosts attribute for the NIC device
lan0 on system mycpsl? [y/n] : y

Enter a valid IP address to configure NetworkHosts for

NIC lan0 on system mycpsl : 10.209.83.86

Do you want to add another Network Host ?[y/n] : n

Enter the netmask for each virtual IP address.

Enter the netmask for virtual IP 10.209.83.85
255.255.252.0

Enter the name of the disk group for the CP server database.

Enter the name of diskgroup for cps database

cps_dg

Enter the name of the volume that is created on the above disk group.

Enter the name of volume created on diskgroup cps_dg

cps_volume
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20 After the configuration process has completed, a success message appears.

21

For example:

Successfully added the CPSSG service group to
VCS configuration. Bringing the CPSSG service

group online. Please wait...

The Veritas Coordination Point Server has been

configured on your system.

Run the hagrp -state command to ensure that the CPSSG service group
has been added.

For example:

# hagrp -state CPSSG

#Group Attribute System Value
CPSSG State mycpsl | ONLINE |
CPSSG State mycps2 |OFFLINE |

It also generates the configuration file for CP server (/etc/vxcps.conf).

The configuration utility adds the vxcpserv process and other resources to
the VCS configuration in the CP server service group (CPSSG).

For information about the CPSSG, refer to the Veritas Storage Foundation for
Oracle RAC Administrator's Guide.

In addition, the main.cf samples contain details about the vxcpserv resource
and its dependencies.

See “Sample configuration files for CP server” on page 670.

Configuring the CP server manually

Perform the following steps to manually configure the CP server.
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To manually configure the CP server

1

Stop VCS on each node in the CP server cluster using the following command:

# hastop -local

Edit the main.cf file to add the CPSSG service group on any node. Use the
CPSSG service group in the main.cf as an example:

See “Sample configuration files for CP server” on page 670.

Customize the resources under the CPSSG service group as per your
configuration.

Verify the main. cf file using the following command:
# hacf -verify /etc/VRTSvcs/conf/config

If successfully verified, copy this main.cf to all other cluster nodes.

Create the /etc/vxcps. conf file using the sample configuration file provided

at /etc/vxcps/vxcps.conf.sample.

Based on whether you have configured the CP server cluster in secure mode
or not, do the following:

m For a CP server cluster which is configured in secure mode, edit the
/etc/vxeps.conf file to set security=1.

m For a CP server cluster which is not configured in secure mode, edit the
/etc/vxeps.conf file to set security=0.

Symantec recommends enabling security for communication between CP
server and the application clusters.

Start VCS on all the cluster nodes.

# hastart

Verify that the CP server service group (CPSSG) is online.
# hagrp -state CPSSG
Output similar to the following appears:

# Group Attribute System Value
CPSSG State mycpsl.symantecexample.com |ONLINE |
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Verifying the CP server configuration

Perform the following steps to verify the CP server configuration.

To verify the CP server configuration

1

Verify that the following configuration files are updated with the information
you provided during the CP server configuration process:

m /etc/vxcps.conf (CP server configuration file)
m /etc/VRTSvcs/conf/config/main.cf (VCS configuration file)
m /etc/VRTScps/db (default location for CP server database)

Run the cpsadm command to check if the vxcpserv process is listening on the
configured Virtual IP.

# cpsadm -s cp server -a ping cps

where cp_server is the virtual IP address or the virtual hostname of the CP
server.



Configuring SF Oracle RAC

This chapter includes the following topics:

m About configuring SF Oracle RAC

Configuring the SF Oracle RAC components using the script-based installer

Configuring SF Oracle RAC using the Web-based installer

About configuring SF Oracle RAC

You need to configure SF Oracle RAC when:

m You have completed installation of SF Oracle RAC on your systems.

You want to reconfigure an existing SF Oracle RAC cluster.

Note: Before you reconfigure a cluster, make sure that you stop any running
applications that use VxFS/CFS. Then, unmount the VxFS/CFS mounts.

The configuration program provides you with menu options from which you can
choose the configuration task.

During the configuration process, the installer performs the following tasks:

m Verifies the cluster information.

Stops SF Oracle RAC processes.
Creates SF Oracle RAC configuration files.
Starts SF Oracle RAC processes.

Creates a new directory with a log file that contains any system commands
executed, and their output, a response file that can be used with the
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-responsefile option of the installer, and a summary file that contains the
output of the install scripts. The location of the files is indicated by the installer.

Configuring the SF Oracle RAC components using the
script-based installer

Make sure that you have performed the necessary pre-configuration tasks if you
want to configure the cluster in secure mode.

Start the installsfrac Oor installer program if you quit the installer after
installation.

By default, the communication between the systems is selected as SSH. If SSH is
used for communication between systems, the SSH commands execute without
prompting for passwords or confirmations.

At the end of the configuration, the VCS, CVM, and CFS components are configured
to provide a cluster-aware environment.

Note: If you want to reconfigure SF Oracle RAC, before you start the installer you
must stop all the resources that are under VCS control using the hastop command
or the hagrp -offline command.

If you encounter issues during the configuration, see the Veritas Storage
Foundation for Oracle RAC Administrator's Guide, Chapter "Performance and
troubleshooting" for information on resolving the issue.
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To configure the SF Oracle RAC components

1
2

Log in as the superuser on any of the nodes in the cluster.

Start the configuration program.

SF Oracle RAC installer Run the program:
# cd /opt/VRTS/install

# ./installsfrac -configure galaxy nebula

Common product installer =~ Run the program:
# ./installer -configure galaxy nebula

Choose Veritas Storage Foundation for Oracle RAC
to configure SF Oracle RAC.

The installer displays the copyright message and specifies the directory where
the logs are created.

Enter 1 to select the option Configure SF Oracle RAC sub-components.

Configure SF Oracle RAC sub-components

SF Oracle RAC Installation and Configuration Checks

Install Oracle Clusterware/Grid Infrastructure and Database

g w N

)
)
) Prepare to Install Oracle
)
)

Post Oracle Installation Tasks
6) Exit SF Oracle RAC Configuration
Choose option: [1-6,9] (1)

If you had quit the installer in the process of an active configuration, the
installer discovers that installer process and provides the option of resuming
the configuration or starting a new configuration. Provide a suitable response.

The installer has discovered an existing installer process.
The process exited while performing configure of
SF Oracle RAC on galaxy.

Do you want to resume this process? [y,n,q,?] (y) n

Configure the Veritas Cluster Server component to set up the SF Oracle RAC
cluster.

See “Configuring the SF Oracle RAC cluster” on page 114.
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6 Add VCS users.
See “Adding VCS users” on page 124.
7 Configure SMTP email notification.
See “Configuring SMTP email notification” on page 125.
8 Configure SNMP trap notification.
See “Configuring SNMP trap notification” on page 127.
9 Configure global clusters, if you chose to enable GCO during the installation.
See “Configuring global clusters” on page 129.
10 Stop the SF Oracle RAC resources.
See “Stopping and starting SF Oracle RAC processes” on page 130.

Configuring the SF Oracle RAC cluster

You must configure the Veritas Cluster Server component to set up the SF Oracle
RAC cluster.

You can configure a basic cluster or an advanced cluster. A basic cluster
configuration requires the cluster name and ID and the private heartbeat links
for LLT. The remaining configuration options presented by the installer are
optional and may be used if you plan to configure an advanced cluster.

Refer to the Veritas Cluster Server Installation Guide for more information.

Configuring the cluster name

Enter the cluster information when the installer prompts you.

To configure the cluster

1 Review the configuration instructions that the installer presents.

2 Enter a unique cluster name.

Enter the unique cluster name: [qg,?] rac_clusterl0l

Configuring private heartbeat links

You now configure the private heartbeats that LLT uses. VCS provides the option
to use LLT over Ethernet or over UDP (User Datagram Protocol). Symantec
recommends that you configure heartbeat links that use LLT over Ethernet, unless
hardware requirements force you to use LLT over UDP. If you want to configure
LLT over UDP, make sure you meet the prerequisites.
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The following procedure helps you configure LLT over Ethernet.
To configure private heartbeat links

1 Choose one of the following options at the installer prompt based on whether
you want to configure LLT over Ethernet or UDP.

m Option 1: LLT over Ethernet (answer installer questions)
Enter the heartbeat link details at the installer prompt to configure LLT
over Ethernet.
Skip to step 2.

m Option 2: LLT over UDP (answer installer questions)
Make sure that each NIC you want to use as heartbeat link has an IP
address configured. Enter the heartbeat link details at the installer prompt
to configure LLT over UDP. If you had not already configured IP addresses
to the NICs, the installer provides you an option to detect the IP address
for a given NIC.
Skip to step 3.

m Option 3: Automatically detect configuration for LLT over Ethernet
Allow the installer to automatically detect the heartbeat link details to
configure LLT over Ethernet. The installer tries to detect all connected
links between all systems.
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Skip to step 5.

2 Ifyouchose option 1, enter the network interface card details for the private
heartbeat links.

The installer discovers and lists the network interface cards.

You must not enter the network interface card that is used for the public
network (typically lan0.)

Enter the NIC for the first private heartbeat link on galaxy:
[b,g,?] lanl

lanl has an IP address configured on it. It could be a
public NIC on galaxy.

Are you sure you want to use lanl for the first private
heartbeat 1link? [y,n,q,b,?] (n) y

Would you like to configure a second private heartbeat 1link?
ly,n,a,b,2] (y)

Enter the NIC for the second private heartbeat link on galaxy:
[b,gq,?] lan2

lan2 has an IP address configured on it. It could be a
public NIC on galaxy.

Are you sure you want to use lan2 for the second private
heartbeat 1ink? [y,n,q,b,?] (n) y

Would you like to configure a third private heartbeat 1link?
ly,n,q,b,?] (n)
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If you chose option 2, enter the NIC details for the private heartbeat links.
This step uses examples such as private_NIC1 or private_NIC2 to refer to the
available names of the NICs.

Enter the NIC for the first private heartbeat

link on galaxy: [b,q,?] private NIC1

Do you want to use address 192.168.0.1 for the

first private heartbeat link on galaxy: [y,n,d,b,?] (v)
Enter the UDP port for the first private heartbeat
link on galaxy: [b,q,?] (50000) 2

Would you like to configure a second private

heartbeat 1link? [y,n,q,b,?] (y)

Enter the NIC for the second private heartbeat

link on galaxy: [b,q,?] private NIC2

Do you want to use address 192.168.1.1 for the

second private heartbeat link on galaxy: [y,n,q,b,?] (y)
Enter the UDP port for the second private heartbeat
link on galaxy: [b,q,?] (50001) 2

Do you want to configure an additional low priority
heartbeat 1ink? [y,n,q,b,?] (n) vy

Enter the NIC for the low priority heartbeat

link on galaxy: [b,q,?] (private NICO

Do you want to use address 192.168.3.1 for

the low priority heartbeat link on galaxy: [y,n,q,b,?] (y)
Enter the UDP port for the low priority heartbeat

link on galaxy: [b,q,?] (50004)

Choose whether to use the same NIC details to configure private heartbeat
links on other systems.

Are you using the same NICs for private heartbeat links on all

systems? [y,n,q,b,?] (y)

If you want to use the NIC details that you entered for galaxy, make sure the
same NICs are available on each system. Then, enter y at the prompt.

For LLT over UDP, if you want to use the same NICs on other systems, you
still must enter unique IP addresses on each NIC for other systems.

If the NIC device names are different on some of the systems, enter n. Provide
the NIC details for each system as the program prompts.
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5 Ifyouchose option 3, the installer detects NICs on each system and network
links, and sets link priority.

If the installer fails to detect heartbeat links or fails to find any high-priority
links, then choose option 1 or option 2 to manually configure the heartbeat
links.

See step 2 for option 1, or step 3 for option 2.
6 Enter a unique cluster ID:

Enter a unique cluster ID number between 0-65535: [b,q,?] (60842)

The cluster cannot be configured if the cluster ID 60842 is in use by another
cluster. Installer performs a check to determine if the cluster ID is duplicate.
The check takes less than a minute to complete.

Would you like to check if the cluster ID is in use by another

cluster? [y,n,q] (y)

7 Verify and confirm the information that the installer summarizes.

A basic cluster is now configured. The remaining configuration settings are
optional.

Note: You can proceed through the subsequent screens by just accepting the
default value n.

Configuring the virtual IP of the cluster

You can configure the virtual IP of the cluster to use to connect from the Cluster
Manager (Java Console), Veritas Operations Manager (VOM), or to specify in the
RemoteGroup resource.

See the Veritas Cluster Server Administrator's Guide for information on the Cluster
Manager.

See the Veritas Cluster Server Bundled Agents Reference Guide for information
on the RemoteGroup agent.

To configure the virtual IP of the cluster
1 Review the required information to configure the virtual IP of the cluster.

2  When the system prompts whether you want to configure the virtual IP, enter
VY.

3 Confirm whether you want to use the discovered public NIC on the first
system.



Configuring SF Oracle RAC
Configuring the SF Oracle RAC components using the script-based installer

Do one of the following:

m If the discovered NIC is the one to use, press Enter.

m If you want to use a different NIC, type the name of a NIC to use and press

Enter.

Active NIC devices discovered on galaxy: lan0
Enter the NIC for Virtual IP of the Cluster to use on galaxy:
[b,a,?] (1an0)

Confirm whether you want to use the same public NIC on all nodes.
Do one of the following:

m If all nodes use the same public NIC, enter y.

m If unique NICs are used, enter n and enter a NIC for each node.

Is lan0 to be the public NIC used by all systems
ly,n,q,b,?] (y)

Enter the virtual IP address for the cluster.

Enter the Virtual IP address for the Cluster:
[b,g,?] 192.168.1.16

Confirm the default netmask or enter another one:

Enter the netmask for IP 192.168.1.16: [b,q,?] (255.255.240.0)

Enter the NetworkHosts IP addresses that are separated with spaces for
checking the connections.

Enter the NetworkHosts IP addresses, separated by
spaces: [b,qg,?] 192.168.1.17

Verify and confirm the Cluster Virtual IP information.

Cluster Virtual IP verification:

NIC: lan0
IP: 192.168.1.16
Netmask: 255.255.240.0

NetworkHosts: 192.168.1.17

Is this information correct? [y,n,ql (y)
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Configuring the cluster in secure mode

The installer prompts whether you want to configure a secure cluster.

Would you like to configure the SF Oracle RAC cluster in secure mode?
ly,n,q,?] (n)
To configure a secure cluster, enter y.

If you want to confirm that the configured cluster is in secure mode, verify that
the output of the following command is 1.

# haclus -value SecureClus

1

Setting up trust relationships for your SF Oracle RAC cluster

If you need to use an external authentication broker for authenticating VCS users,
you must set up a trust relationship between VCS and the broker. For example, if
Veritas Operations Manager (VOM) is your external authentication broker, the
trust relationship ensures that VCS accepts the credentials that VOM issues.

Perform the following steps to set up a trust relationship between your SF Oracle
RAC cluster and a broker.

To set up a trust relationship
1 Ensurethat you are logged in as superuser on one of the nodes in the cluster.

2 Enter the following command:
# /opt/VRTS/install/installsfrac -securitytrust

The installer specifies the location of the log files. It then lists the cluster
information such as cluster name, cluster ID, node names, and service groups.

3 When the installer prompts you for the broker information, specify the IP
address, port number, and the data directory for which you want to establish
trust relationship with the broker.

Input the broker name of IP address: 15.193.97.204
Input the broker port: (14545)
Specify a port number or press Enter to accept the default port.

Input the data directory to setup trust with: (/var/VRTSvcs/
vcsauth/data/HAD)

Specify a valid data directory or press Enter to accept the default directory.
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4  The installer performs one of the following actions:

m Ifyouspecified a valid directory, the installer prompts for a confirmation.

Are you sure that you want to setup trust for the VCS cluster
with the broker 15.193.97.204 and port 145452 [y,n,q] y

The installer sets up trust relationship with the broker for all nodes in
the cluster and displays a confirmation.

Setup trust with broker 15.193.97.204 on cluster nodel

The installer specifies the location of the log files, summary file, and
response file and exits.

If you entered incorrect details for broker IP address, port number, or
directory name, the installer displays an error. It specifies the location of
the log files, summary file, and response file and exits.

Configuring a secure cluster node by node

For environments that do not support passwordless ssh or passwordless remsh,
you cannot use the -security option to enable secure mode for your cluster.
Instead, you can use the -securityonenode option to configure a secure cluster
node by node.

Table 8-1 lists the tasks that you must perform to configure a secure cluster.

Table 8-1 Configuring a secure cluster node by node

Task

Reference

Configure security on one node | See “Configuring the first node” on page 121.

Configure security on the See “Configuring the remaining nodes” on page 122.

remaining nodes

Complete the manual See “Completing the secure cluster configuration”
configuration steps on page 123.

Configuring the first node

Perform the following steps on one node in your cluster.
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To configure security on the first node

1
2

Ensure that you are logged in as superuser.

Enter the following command:

# /opt/VRTS/install/installsfrac -securityonenode

The installer lists information about the cluster, nodes, and service groups.
If VCS is not configured or if VCS is not running on all nodes of the cluster,
the installer prompts whether you want to continue configuring security. It
then prompts you for the node that you want to configure.

VCS is not running on all systems in this cluster. All VCS systems

must be in RUNNING state. Do you want to continue? [y,n,qg] (n) y

1) Perform security configuration on first node and export

security configuration files.

2) Perform security configuration on remaining nodes with

security configuration files.

Select the option you would like to perform [1-2,g.7?] 1

Warning: All configurations about cluster users are deleted when you configure
the first node. You can use the /opt /VRTSvcs /bin/hauser command to create
cluster users manually.

The installer completes the secure configuration on the node. It specifies the
location of the security configuration files and prompts you to copy these
files to the other nodes in the cluster. The installer also specifies the location
of log files, summary file, and response file.

Copy the security configuration files from the /var/vRTsves/vesauth/bkup
directory to temporary directories on the other nodes in the cluster.

Configuring the remaining nodes

On each of the remaining nodes in the cluster, perform the following steps.
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To configure security on each remaining node
1 Ensure that you are logged in as superuser.

2 Enter the following command:
# /opt/VRTS/install/installsfrac -securityonenode

The installer lists information about the cluster, nodes, and service groups.
If VCS is not configured or if VCS is not running on all nodes of the cluster,
the installer prompts whether you want to continue configuring security. It
then prompts you for the node that you want to configure. Enter 2.

123

VCS is not running on all systems in this cluster. All VCS systems

must be in RUNNING state. Do you want to continue? [y,n,qg] (n) y

1) Perform security configuration on first node and export

security configuration files.

2) Perform security configuration on remaining nodes with

security configuration files.
Select the option you would like to perform [1-2,g.?] 2

The installer completes the secure configuration on the node. It specifies the
location of log files, summary file, and response file.

Completing the secure cluster configuration
Perform the following manual steps to complete the configuration.
To complete the secure cluster configuration

1 Onthe first node, freeze all service groups except the ClusterService service
group.

# /opt/VRTSvcs/bin/haconf -makerw
# /opt/VRTSvcs/bin/hagrp -list Frozen=0
# /opt/VRTSvcs/bin/hagrp -freeze groupname -persistent

# /opt/VRTSvcs/bin/haconf -dump -makero

2 On the first node, stop the VCS engine.

# /opt/VRTSvcs/bin/CmdServer/hastop -all -force



124 | Configuring SF Oracle RAC
Configuring the SF Oracle RAC components using the script-based installer

3 Onall nodes, stop the CmdServer.

# /opt/VRTSvcs/bin/CmdServer -stop

4 On the first node, edit the /etc/VRTSves/conf/config/main.cf file to
resemble the following:

cluster clusl (
SecureClus = 1

)

5 On all nodes, create the /etc/VRTSves/conf/config/.secure file.

# touch /etc/VRTSvcs/conf/config/.secure

6  On the first node, start VCS. Then start VCS on the remaining nodes.

# /opt/VRTSvcs/bin/hastart

7 On all nodes, start CmdServer.

# /opt/VRTSvcs/bin/CmdServer

8 On the first node, unfreeze the service groups.
# /opt/VRTSvcs/bin/haconf -makerw
# /opt/VRTSvcs/bin/hagrp -list Frozen=1
# /opt/VRTSvcs/bin/hagrp -unfreeze groupname -persistent

# /opt/VRTSvcs/bin/haconf -dump -makero

Adding VCS users

If you have enabled a secure VCS cluster, you do not need to add VCS users now.
Otherwise, on systems operating under an English locale, you can add VCS users
at this time.
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To add VCS users
1 Review the required information to add VCS users.

2 Reset the password for the Admin user, if necessary.

Do you wish to accept the default cluster credentials of
'admin/password'? [y,n,q] (y) n

Enter the user name: [b,q,?] (admin)

Enter the password:

Enter again:

3 Toadd a user, enter y at the prompt.

Do you want to add another user to the cluster? [y,n,q] (y)

4  Enter the user’s name, password, and level of privileges.

Enter the user name: [b,qg,?] smith

Enter New Password:****xx%

Enter Again:***%xx%
Enter the privilege for user smith (A=Administrator, O=Operator,
G=Guest): [b,q,?] a

5 Enter n at the prompt if you have finished adding users.

Would you like to add another user? [y,n,q] (n)

6 Review the summary of the newly added users and confirm the information.

Configuring SMTP email notification

You can choose to configure VCS to send event notifications to SMTP email
services. You need to provide the SMTP server name and email addresses of people
to be notified. Note that you can also configure the notification after installation.

Refer to the Veritas Cluster Server Administrator’s Guide for more information.
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To configure SMTP email notification

1
2

Review the required information to configure the SMTP email notification.

Specify whether you want to configure the SMTP notification.

Do you want to configure SMTP notification? [y,n,q,?] (n) y

If you do not want to configure the SMTP notification, you can skip to the
next configuration option.

See “Configuring SNMP trap notification” on page 127.

Provide information to configure SMTP notification.

Provide the following information:

m Enter the NIC information.

Active NIC devices discovered on galaxy: lan0
Enter the NIC for the VCS Notifier to use on galaxy:
[b,q,?] (lan0)
Is lan0O to be the public NIC used by all systems?
ly,n,q,b,?] (y)

m Enter the SMTP server’s host name.

Enter the domain-based hostname of the SMTP server
(example: smtp.yourcompany.com): [b,q,?] smtp.example.com
m Enter the email address of each recipient.
Enter the full email address of the SMTP recipient
(example: user@yourcompany.com): [b,q,?] ozzie@Rexample.com
m Enter the minimum security level of messages to be sent to each recipient.

Enter the minimum severity of events for which mail should be
sent to ozziel@example.com [I=Information, W=Warning,

E=Error, S=SevereError]: [b,q,?] w

Add more SMTP recipients, if necessary.

m If you want to add another SMTP recipient, enter y and provide the
required information at the prompt.

Would you like to add another SMTP recipient? [y,n,q,b] (n) y

Enter the full email address of the SMTP recipient
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(example: user@yourcompany.com): [b,q,?] harriet@example.com

Enter the minimum severity of events for which mail should be
sent to harriet@example.com [I=Information, W=Warning,
E=Error, S=SevereError]: [b,q,?] E

m If you do not want to add, answer n.

Would you like to add another SMTP recipient? [y,n,q,b] (n)

5 Verify and confirm the SMTP notification information.

NIC: lanO

SMTP Address: smtp.example.com

Recipient: ozzie@example.com receives email for Warning or
higher events

Recipient: harriet@example.com receives email for Error or

higher events

Is this information correct? [y,n,q] (y)

Configuring SNMP trap notification

You can choose to configure VCS to send event notifications to SNMP management
consoles. You need to provide the SNMP management console name to be notified

and message severity levels.

Note that you can also configure the notification after installation.

Refer to the Veritas Cluster Server Administrator’s Guide for more information.

To configure the SNMP trap notification

1

Review the required information to configure the SNMP notification feature
of VCS.

Specify whether you want to configure the SNMP notification.

Do you want to configure SNMP notification? [y,n,q,?] (n) y

If you skip this option and if you had installed a valid HA/DR license, the
installer presents you with an option to configure this cluster as global cluster.
If you did not install an HA/DR license, the installer proceeds to configure
SF Oracle RAC based on the configuration details you provided.

See “Configuring global clusters” on page 129.
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3 Provide information to configure SNMP trap notification.

Provide the following information:

m Enter the NIC information.

Active NIC devices discovered on galaxy: lanO

Enter the NIC for the VCS Notifier to use on galaxy:
[b,gq,?] (lan0)

Is lan0 to be the public NIC used by all systems?
ly,n,q,b,?] (y)

m Enter the SNMP trap daemon port.

Enter the

SNMP trap daemon port: [b,qg,?] (162)

m Enter the SNMP console system name.

Enter the

SNMP console system name: [b,qg,?] saturn

m Enter the minimum security level of messages to be sent to each console.

Enter the
should be

minimum severity of events for which SNMP traps

sent to saturn [I=Information, W=Warning, E=Error,

S=SevereError]: [b,q,?] E

4  Add more SNMP consoles, if necessary.

m Ifyouwant toadd another SNMP console, enter y and provide the required
information at the prompt.

Would you
Enter the
Enter the
should be

E=Error,

like to add another SNMP console? [y,n,q,b] (n) y
SNMP console system name: [b,q,?] jupiter

minimum severity of events for which SNMP traps
sent to jupiter [I=Information, W=Warning,
S=SevereError]: [b,qg,?] S

m If you do not want to add, answer n.
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Would you like to add another SNMP console? [y,n,q,b]l (n)

5 Verify and confirm the SNMP notification information.
NIC: lanO

SNMP Port: 162

Console: saturn receives SNMP traps for Error or

higher events

Console: jupiter receives SNMP traps for SevereError or

higher events

Is this information correct? [y,n,q]l (y)

Configuring global clusters

If you had installed a valid HA/DR license, the installer provides you an option to
configure this cluster as global cluster. If not, the installer proceeds with other
set of questions for CVM and CFS.

You can configure global clusters to link clusters at separate locations and enable
wide-area failover and disaster recovery. The installer adds basic global cluster
information to the VCS configuration file. You must perform additional
configuration tasks to set up a global cluster.

See the Veritas Cluster Server Administrator’s Guide for instructions to set up SF
Oracle RAC global clusters.

Note: If you installed a HA/DR license to set up campus cluster, skip this installer
option.

To configure the global cluster option
1 Review the required information to configure the global cluster option.

2 Specify whether you want to configure the global cluster option.

Do you want to configure the Global Cluster Option? [y,n,qgl (n)

If you skip this option, the installer proceeds to configure VCS based on the
configuration details you provided.

y
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3 Provide information to configure this cluster as global cluster.

The installer prompts you for a NIC, a virtual IP address, value for the
netmask, and value for the network hosts.

If you had entered virtual IP address details, the installer discovers the values
you entered. You can use the same virtual IP address for global cluster
configuration or enter different values.

4  Verify and confirm the configuration of the global cluster.

Global Cluster Option configuration verification:

NIC: lano0
IP: 192.168.1.16
Netmask: 255.255.240.0

NetworkHosts: 192.168.1.15

Is this information correct? [y,n,ql]l (y)

Creation of SF Oracle RAC configuration files

The program consolidates all the information gathered in the preceding
configuration tasks and creates configuration files.

If you chose to configure the cluster in secure mode, the installer also configures
the Symantec Product Authentication Service, which creates an Authentication
Broker with root and authentication mode.

Review the output as the configuration program starts VCS, creates VCS
configuration files, and copies the files to each node.

Stopping and starting SF Oracle RAC processes

The installer stops and starts SF Oracle RAC processes and configures the SF
Oracle RAC agents.
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Note: To use aggregated interfaces that the installer has not discovered for private
heartbeats, do not opt to start SF Oracle RAC.

To stop SF Oracle RAC processes
1 Entery to stop SF Oracle RAC processes.

Do you want to stop SF Oracle RAC processes now? [y,n,q,?] (y)

2 Review the output as the installer stops and starts the SF Oracle RAC
processes.

Note that SF Oracle RAC configuration program starts I/O fencing feature in
disabled mode. SF Oracle RAC requires you to configure and enable I/O fencing
feature.

Configuring SF Oracle RAC using the Web-based

installer

Before you begin to configure SF Oracle RAC using the Web-based installer, review
the configuration requirements.

By default, the communication between the systems is selected as SSH. If SSH is
used for communication between systems, the SSH commands execute without
prompting for passwords or confirmations.

You can click Quit to quit the Web-installer at any time during the configuration
process.

To configure SF Oracle RAC on a cluster
1 Start the Web-based installer.
See “Starting the Veritas Web-based installer” on page 89.
2 Onthe Select a task and a product page, select the task and the product as

follows:
Task Configure a Product
Product Veritas Storage Foundation for Oracle RAC

Click Next.
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On the Select Systems page, enter the system names where you want to
configure SF Oracle RAC, and click Next.

Example: galaxy nebula

The installer performs the initial system verification. It checks for the system
communication. It also checks for release compatibility, installed product
version, platform version, and performs product prechecks.

Click Next after the installer completes the system verification successfully.

In the Confirmation dialog box that appears, choose whether or not to
configure I/O fencing.

To configure I/O fencing, click Yes.

To configure I/0 fencing later, click No. You can configure I/0O fencing later
using the Web-based installer.

See “Configuring SF Oracle RAC for data integrity using the Web-based
installer” on page 151.

You can also configure I/0 fencing later using the installsfrac -fencing
command, the response files, or manually configure.
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On the Set Cluster Name/ID page, specify the following information for the

cluster.

Cluster Name

Cluster ID

Check duplicate
cluster ID

LLT Type

Number of
Heartbeats

NICs

Additional Low
Priority Heartbeat
NIC

Unique Heartbeat
NICs per system

Click Next.

Enter a unique cluster name.

Enter a unique cluster ID.

Note that you can have the installer check to see if the cluster
ID is unique. Symantec recommends that you use the installer
to check for duplicate cluster IDs in multi-cluster environments.

Select the check box if you want the installer to verify if the
given cluster ID is unique in your private network. The
verification is performed after you specify the heartbeat details
in the following pages. The verification takes some time to
complete.

Select an LLT type from the list. You can choose to configure
LLT over UDP or over Ethernet.

If you choose Auto detect over Ethernet, the installer
auto-detects the LLT links over Ethernet. Verify the links and
click Yes in the Confirmation dialog box. Skip to step 7. If you
click No, you must manually enter the details to configure LLT
over Ethernet.

Choose the number of heartbeat links you want to configure.

Choose the NICs that you want to configure.

Select the check box if you want to configure a low priority link.
The installer configures one heartbeat link as low priority link.

For LLT over Ethernet, select the check box if you do not want
to use the same NIC details to configure private heartbeat links
on other systems.

For LLT over UDP, this check box is selected by default.

On the Set Cluster Heartbeat page, select the heartbeat link details for the
LLT type you chose on the Set Cluster Name/ID page.
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For LLT over Ethernet: Do the following:

m If you are using the same NICs on all the systems, select
the NIC for each private heartbeat link.

m If you had selected Unique Heartbeat NICs per system
on the Set Cluster Name/ID page, provide the NIC details
for each system.

For LLT over UDP: Select the NIC, Port, and IP address for each private
heartbeat link. You must provide these details for each
system.

Click Next.

7 On the Optional Configuration page, decide the optional VCS features that
you want to configure. Click the corresponding tab to specify the details for
each option:

Virtual IP

Select the Configure Virtual IP check box.

m Ifeach system uses a separate NIC, select the Configure NICs
for every system separately check box.

m Select the interface on which you want to configure the virtual
IP.

m Enter a virtual IP address and value for the netmask.

Enter the value for the networkhosts.

VCS Users m Reset the password for the Admin user, if necessary.
m Select the Configure VCS users option.
m Click Add to add a new user.

Specify the user name, password, and user privileges for this
user.

SMTP m Select the Configure SMTP check box.

m Ifeach system uses a separate NIC, select the Configure NICs
for every system separately check box.

m Ifallthe systems use the same NIC, select the NIC for the VCS
Notifier to be used on all systems. If not, select the NIC to be
used by each system.

m In the SMTP Server box, enter the domain-based hostname
of the SMTP server. Example: smtp.yourcompany.com

m Inthe Recipient box, enter the full email address of the SMTP
recipient. Example: user@yourcompany.com.

m In the Event list box, select the minimum security level of
messages to be sent to each recipient.

m Click Add to add more SMTP recipients, if necessary.
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GCO

Security

Click Next.
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m Select the Configure SNMP check box.

m Ifeach system uses a separate NIC, select the Configure NICs
for every system separately check box.

m Ifallthe systems use the same NIC, select the NIC for the VCS
Notifier to be used on all systems. If not, select the NIC to be
used by each system.

m In the SNMP Port box, enter the SNMP trap daemon port:
(162).

m In the Console System Name box, enter the SNMP console
system name.

m In the Event list box, select the minimum security level of
messages to be sent to each console.

m Click Add to add more SNMP consoles, if necessary.

If you installed a valid HA/DR license, you can now enter the
wide-area heartbeat link details for the global cluster that you
would set up later.

See the Veritas Storage Foundation for Oracle RAC Installation
and Configuration Guide for instructions to set up SF Oracle RAC
global clusters.

m Select the Configure GCO check box.

m Ifeach system uses a separate NIC, select the Configure NICs
for every system separately check box.

m Select a NIC.

m Enter a virtual IP address and value for the netmask.
Enter the value for the networkhosts.

To configure a secure SF Oracle RAC cluster, select the Configure
secure cluster check box.

If you want to perform this task later, do not select the Configure
secure cluster check box. You can use the -security option of
the installsfrac program.

On the NetworkHosts Configuration page, enter the details of the network
hosts and click Next.

On the Stop Processes page, click Next after the installer stops all the
processes successfully.
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10

11

12

13

On the Start Processes page, click Next after the installer performs the
configuration based on the details you provided and starts all the processes
successfully.

If you did not choose to configure I/0O fencing in step 4, then skip to step 12.
Go to step 11 to configure fencing.

On the Select Fencing Type page, choose the type of fencing configuration:
Configure Choose this option to configure server-based I/O fencing.

Coordination Point
client based fencing

Configure diskbased Choose this option to configure disk-based I/O fencing.
fencing

Based on the fencing type you choose to configure, follow the installer
prompts.

See “Configuring SF Oracle RAC for data integrity using the Web-based
installer” on page 151.

Click Next to complete the process of configuring SF Oracle RAC.

On the Completion page, view the summary file, log file, or response file, if
needed, to confirm the configuration.

Select the checkbox to specify whether you want to send your installation
information to Symantec.

Click Finish. The installer prompts you for another task.
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clusters for data integrity

This chapter includes the following topics:

m Setting up disk-based I/O fencing using installsfrac program

Setting up disk-based I/O fencing manually

m Configuring SF Oracle RAC for data integrity using the Web-based installer

Setting up server-based I/0 fencing using installsfrac program

Setting up server-based I/O fencing manually

Setting up disk-based I/0 fencing using installsfrac
program

You can configure I/O fencing using the -fencing option of the installsfrac
program.

Initializing disks as VxXVM disks

Perform the following procedure to initialize disks as VxVM disks.
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To initialize disks as VxVM disks

1

List the new external disks or the LUNs as recognized by the operating system.
On each node, enter:

# ioscan -nfC disk

# insf -e

Warning: The HP-UX man page for the insf command instructs you to run
the command in single-user mode only. You can run insf -e in multiuser
mode only when no other user accesses any of the device files. This command
can change the mode, owner, or group of an existing special (device) file, or
unlink and recreate a file. The special files that are currently open may be
left in an indeterminate state.

To initialize the disks as VxVM disks, use one of the following methods:

m Use the interactive vxdiskadm utility to initialize the disks as VxVM disks.
For more information see the Veritas Storage Foundation Administrator’s
Guide.

m Use the vxdisksetup command to initialize a disk as a VxVM disk.
# vxdisksetup -i device name
The example specifies the CDS format:
# vxdisksetup -i c2t13d0

Repeat this command for each disk you intend to use as a coordinator
disk.

Identifying disks to use as coordinator disks

Make sure you initialized disks as VxVM disks.

See “Initializing disks as VxVM disks” on page 137.

Review the following procedure to identify disks to use as coordinator disks.
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To identify the coordinator disks
1 List the disks on each node.

For example, execute the following commands to list the disks:

# vxdisk -o alldgs list

2  Pick three SCSI-3 PR compliant shared disks as coordinator disks.
See “Checking shared disks for I/O fencing” on page 139.

Checking shared disks for /O fencing

Make sure that the shared storage you set up while preparing to configure SF
Oracle RAC meets the I/0 fencing requirements. You can test the shared disks
using the vxfentsthdw utility. The two nodes must have ssh (default) or remsh
communication. To confirm whether a disk (or LUN) supports SCSI-3 persistent
reservations, two nodes must simultaneously have access to the same disks.
Because a shared disk is likely to have a different name on each node, check the
serial number to verify the identity of the disk. Use the vxfenadm command with
the -i option. This command option verifies that the same serial number for the
LUN is returned on all paths to the LUN.

Make sure to test the disks that serve as coordinator disks.

The vxfentsthdw utility has additional options suitable for testing many disks.
Review the options for testing the disk groups (-g) and the disks that are listed
in a file (- £). You can also test disks without destroying data using the -r option.

See the Veritas Storage Foundation for Oracle RAC Administrator's Guide.
Checking that disks support SCSI-3 involves the following tasks:

m Verifying the Array Support Library (ASL)
See “Verifying Array Support Library (ASL)” on page 139.

m Verifying that nodes have access to the same disk
See “Verifying that the nodes have access to the same disk” on page 141.

m Testing the shared disks for SCSI-3
See “Testing the disks using vxfentsthdw utility” on page 141.

Verifying Array Support Library (ASL)

Make sure that the Array Support Library (ASL) for the array that you add is
installed.
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To verify Array Support Library (ASL)

1

If the Array Support Library (ASL) for the array that you add is not installed,
obtain and install it on each node before proceeding.

The ASL for the supported storage device that you add is available from the
disk array vendor or Symantec technical support.

Verify that the ASL for the disk array is installed on each of the nodes. Run
the following command on each node and examine the output to verify the

installation of ASL.

The following output is a sample:

# vxddladm listsupport all

LIBNAME VID PID

libvx3par.sl 3PARdata v

1ibvxCLARi1iON.sl DGC All

1libvxFJTSYebk.sl FUJITSU E6000

1libvxFJTSYe8k.sl FUJITSU All

libvxautoraid.sl HP C3586A, C5447A, A5257A

libvxcompellent.sl COMPELNT Compellent Vol

libvxcopan.sl COPANSYS 8814, 8818

libvxddns2a.sl DDN S2A 9550, S2A 9900, S2A 9700

libvxdothill.sl DotHill R/Evo 2730-2R, R/Evo 2530-2R,
R/Evo 2330-2R, R/Evo 2130-2RX,
R/Evo 2130-2J, R/Evo 5730-2R

libvxemc.sl EMC SYMMETRIX

libvxeglogic.sl EQLOGIC 100E-00

libvxfc60.sl HP A5277A

libvxfje3kdka.sl FUJITSU E3000, E400A

libvxfjtsye2k.sl FUJITSU E2000, ETERNUS DXL

Scan all disk drives and their attributes, update the VxVM device list, and

reconfigure DMP with the new devices. Type:

# vxdisk scandisks

See the Veritas Volume Manager documentation for details on how to add

and configure disks.
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Verifying that the nodes have access to the same disk

Before you test the disks that you plan to use as shared data storage or as
coordinator disks using the vxfentsthdw utility, you must verify that the systems
see the same disk.

To verify that the nodes have access to the same disk

1 Verify the connection of the shared storage for data to two of the nodes on
which you installed SF Oracle RAC.

2 Ensure that both nodes are connected to the same disk during the testing.
Use the vxfenadm command to verify the disk serial number.

# vxfenadm -i diskpath

Refer to the vxfenadm (1M) manual page.

For example, an EMC disk is accessible by the /dev/vx/rdmp/c1t1d0 path on
node A and the /dev/vx/rdmp/c2t1d0 path on node B.

From node A, enter:
# vxfenadm -i /dev/vx/rdmp/cltld0

Vendor id : EMC

Product id : SYMMETRIX
Revision : 5567

Serial Number : 42031000a

The same serial number information should appear when you enter the
equivalent command on node B using the /dev/vx/rdmp/c2t1d0 path.

On a disk from another manufacturer, Hitachi Data Systems, the output is
different and may resemble:

# vxfenadm -i /dev/vx/rdmp/c3t1d0

Vendor id : HITACHI

Product id : OPEN-3 -HP
Revision : 0117

Serial Number : 0401EB6F0002

Testing the disks using vxfentsthdw utility
This procedure uses the /dev/vx/rdmp/c1t1d0 disk in the steps.
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If the utility does not show a message that states a disk is ready, the verification
has failed. Failure of verification can be the result of an improperly configured
disk array. The failure can also be due to a bad disk.

If the failure is due to a bad disk, remove and replace it. The vxfentsthdw utility
indicates a disk can be used for I/0O fencing with a message resembling:

The disk /dev/vx/rdmp/cltld0 is ready to be configured for I/0O Fencing on

node galaxy

For more information on how to replace coordinator disks, refer to the Veritas
Storage Foundation for Oracle RAC Administrator's Guide.

To test the disks using vxfentsthdw utility
1 Make sure system-to-system communication functions properly.

See “Setting up inter-system communication” on page 678.

2 From one node, start the utility.

Run the utility with the -n option if you use remsh for communication.
# vxfentsthdw [-n]
3 The script warns that the tests overwrite data on the disks. After you review

the overview and the warning, confirm to continue the process and enter the
node names.

Warning: The tests overwrite and destroy data on the disks unless you use
the -r option.

* ok ok ok ok ok ok ok WARNINGIIIIIIII * ok ok ok ok ok ok ok

THIS UTILITY WILL DESTROY THE DATA ON THE DISK!!

Do you still want to continue : [y/n] (default: n) y
Enter the first node of the cluster: galaxy

Enter the second node of the cluster: nebula

4  Enter the names of the disks that you want to check. Each node may know
the same disk by a different name:

If the serial numbers of the disks are not identical, then the test terminates.

5 Review the output as the utility performs the checks and reports its activities.
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If a disk is ready for I/O fencing on each node, the utility reports success for
each node. For example, the utility displays the following message for the
node galaxy.

The disk is now ready to be configured for I/0 Fencing on node

galaxy

ALL tests on the disk /dev/vx/rdmp/cltld0 have PASSED
The disk is now ready to be configured for I/0 Fencing on node

galaxy

Run the vxfentsthdw utility for each disk you intend to verify.

Configuring disk-based I/O fencing using installsfrac program

Note: The installer stops and starts SF Oracle RAC to complete I/O fencing
configuration. Make sure to unfreeze any frozen VCS service groups in the cluster
for the installer to successfully stop SF Oracle RAC.

To set up disk-based I/0 fencing using the installsfrac program

1

Start the installsfrac program with -fencing option.

# /opt/VRTS/install/installsfrac -fencing

The installsfrac program starts with a copyright message and verifies the
cluster information.

Note the location of log files which you can access in the event of any problem
with the configuration process.

Confirm that you want to proceed with the I/O fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with remote nodes and checks whether SF Oracle RAC 6.0 is configured
properly.

Review the I/0 fencing configuration options that the program presents.
Type 2 to configure disk-based I/0O fencing.

Select the fencing mechanism to be configured in this

Application Cluster [1-4,b,q] 2

Review the output as the configuration program checks whether VxVM is
already started and is running.
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m If the check fails, configure and enable VxVM before you repeat this
procedure.

m If the check passes, then the program prompts you for the coordinator
disk group information.

Choose whether to use an existing disk group or create a new disk group to
configure as the coordinator disk group.

The program lists the available disk group names and provides an option to
create a new disk group. Perform one of the following:

m Touse an existing disk group, enter the number corresponding to the disk
group at the prompt.
The program verifies whether the disk group you chose has an odd number
of disks and that the disk group has a minimum of three disks.

m To create a new disk group, perform the following steps:

m Enter the number corresponding to the Create anew disk group option.
The program lists the available disks that are in the CDS disk format
in the cluster and asks you to choose an odd number of disks with at
least three disks to be used as coordinator disks.

Symantec recommends that you use three disks as coordination points
for disk-based I/0O fencing.

If the available VXVM CDS disks are less than the required, installer
asks whether you want to initialize more disks as VxVM disks. Choose
the disks you want to initialize as VXVM disks and then use them to
create new disk group.

m Enter the numbers corresponding to the disks that you want to use as
coordinator disks.

m Enter the disk group name.

Verify that the coordinator disks you chose meet the I/O fencing requirements.

You must verify that the disks are SCSI-3 PR compatible using the vxfentsthdw
utility and then return to this configuration program.

See “Checking shared disks for I/O fencing” on page 139.

After you confirm the requirements, the program creates the coordinator
disk group with the information you provided.

The program also does the following:
m Populates the /etc/vxfendg file with this disk group information

m Populates the /etc/vxfenmode file on each cluster node with the I/0 fencing
mode information and with the SCSI-3 disk policy information
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8 Verify and confirm the I/O fencing configuration information that the installer
summarizes.

9 Review the output as the configuration program does the following:
m Stops VCS and I/0 fencing on each node.
m Configures disk-based I/O fencing and starts the I/O fencing process.
m Updates the VCS configuration file main.cf if necessary.

m Copies the /etc/vxfenmode file to a date and time suffixed file
/etc/vxfenmode-date-time. This backup file is useful if any future fencing
configuration fails.

m Starts VCS on each node to make sure that the SF Oracle RAC is cleanly
configured to use the I/O fencing feature.

10 Review the output as the configuration program displays the location of the
log files, the summary files, and the response files.

11 Configure the Coordination Point agent to monitor the coordinator disks.

See “Configuring CoordPoint agent to monitor coordination points”
on page 163.

Setting up disk-based I/0 fencing manually

Table 9-1 lists the tasks that are involved in setting up I/O fencing.

Table 9-1 Tasks to set up I/0 fencing manually

Task Reference

Initializing disks as VxVM See “Initializing disks as VxVM disks” on page 137.

disks
Identifying disks to use as See “Identifying disks to use as coordinator disks”
coordinator disks on page 138.

Checking shared disks for I/O | See “Checking shared disks for I/0 fencing” on page 139.
fencing

Setting up coordinator disk See “Setting up coordinator disk groups” on page 146.
groups

Creating I/0 fencing See “Creating I/0 fencing configuration files” on page 147.
configuration files
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Table 9-1 Tasks to set up I/0 fencing manually (continued)

Task Reference

Modifying SF Oracle RAC See “Modifying VCS configuration to use I/O fencing”
configuration to use I/0 on page 148.

fencing

Configuring CoordPoint agent
to monitor coordination points

See “Configuring CoordPoint agent to monitor
coordination points” on page 163.

Starting SF Oracle RAC on all
nodes

See “Starting SF Oracle RAC on all nodes” on page 149.

Verifying I/0 fencing
configuration

See “Verifying I/0 fencing configuration” on page 150.

Setting up coordinator disk groups

From one node, create adisk g
three disks or LUNs. You must

disks to other disk groups.

roup named vxfencoorddg. This group must contain
also set the coordinator attribute for the coordinator
disk group. VxVM uses this attribute to prevent the reassignment of coordinator

Note that if you create a coordinator disk group as a regular disk group, you can
turn on the coordinator attribute in Volume Manager.

Refer to the Veritas Storage Foundation Administrator’s Guide for details on how

to create disk groups.

The following example procedure assumes that the disks have the device names

¢1t1d0, c2t1d0, and ¢3t1d0.

To create the vxfencoorddg di

sk group

1 Onany node, create the disk group by specifying the device names:

# vxdg init vxfencoor

ddg cltld0 c2t1d0 c3t1d0

2 Set the coordinator attribute value as "on" for the coordinator disk group.

# vxdg -g vxfencoorddg set coordinator=on

3 Deport the coordinator d

# vxdg deport vxfenco

isk group:

orddg



Configuring SF Oracle RAC clusters for data integrity
Setting up disk-based 1/0 fencing manually

Import the disk group with the -t option to avoid automatically importing it
when the nodes restart:

# vxdg -t import vxfencoorddg

Deport the disk group. Deporting the disk group prevents the coordinator
disks from serving other purposes:

# vxdg deport vxfencoorddg

Creating I/O fencing configuration files

After you set up the coordinator disk group, you must do the following to configure
1/0 fencing:

m Create the I/0O fencing configuration file /etc/vxfendg

m Update the I/O fencing configuration file /etc/vxfenmode

To update the I/0 fencing files and start I/0 fencing

1

On each nodes, type:
# echo "vxfencoorddg" > /etc/vxfendg

Do not use spaces between the quotes in the "vxfencoorddg" text.

This command creates the /etc/vxfendg file, which includes the name of the
coordinator disk group.

Update the /etc/vxfenmode file to specify to use the SCSI-3 dmp disk policy.
On all cluster nodes, type:

# cp /etc/vxfen.d/vxfenmode scsi3_dmp /etc/vxfenmode

To check the updated /etc/vxfenmode configuration, enter the following
command on one of the nodes. For example:
# more /etc/vxfenmode

Edit the following file on each node in the cluster to change the values of the
VXFEN_START and the VXFEN_STOP environment variables to 1:

/etc/rc.config.d/vxfenconf
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Modifying VCS configuration to use I/O fencing

After you add coordination points and configure I/O fencing, add the UseFence
= SCSI3 cluster attribute to the VCS configuration file
/etc/VRTSvcs/conf/config/main.cf.

To modify VCS configuration to enable I/0 fencing

1

Save the existing configuration:

# haconf -dump -makero

Stop VCS on all nodes:

# hastop -all

If the I/O fencing driver vxfen is already running, stop the I/O fencing driver.

# /sbin/init.d/vxfen stop

Make a backup copy of the main.cf file:

# cd /etc/VRTSves/conf/config

# cp main.cf main.orig

On one node, use vi or another text editor to edit the main.cf file. To modify
the list of cluster attributes, add the UseFence attribute and assign its value
as SCSI3.

cluster rac clusterl01(

UserNames = { admin = "cDRpdxPmHpzS." }
Administrators = { admin }
HacliUserLevel = COMMANDROOT
CounterInterval = 5

UseFence = SCSI3

)

Regardless of whether the fencing configuration is disk-based or server-based,
the value of the cluster-level attribute UseFence is set to SCSI3.

Save and close the file.
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Verify the syntax of the file /etc/VRTSvcs/conf/config/main.cf:
# hacf -verify /etc/VRTSvcs/conf/config

Using rcp or another utility, copy the VCS configuration file from a node (for
example, galaxy) to the remaining cluster nodes.

For example, on each remaining node, enter:

# rcp galaxy:/etc/VRTSvcs/conf/config/main.cf \
/etc/VRTSvcs/conf/config

Starting SF Oracle RAC on all nodes

You must start SF Oracle RAC on each node to bring up the cluster configuration
with I/0 fencing enabled.

Starting 1/0 fencing, VCS, CVM, and CFS
You must start I/O fencing, VCS, CVM, and CFS on all nodes in the cluster.
To start VCS, CVM, and CFS on a node

1

Start the I/0 fencing driver. Run the following command on each node:

# /sbin/init.d/vxfen start

The vxfen startup script also invokes the vxfenconfig command, which
configures the vxfen driver to start and use the coordinator disks that are
listed in /etc/vxfentab.

With the configuration file in place on each system, start VCS, CVM, and CFS:

# hastart

Verifying GAB port membership

After setting up I/0 fencing and starting VCS, CVM, and CFS on each node, verify
GAB port membership.

See “Verifying GAB” on page 171.
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To verify GAB port membership
& Runthe gabconfig -a command.

For example:

galaxy# gabconfig -a
GAB Port Memberships

Port a gen ada40l membership 01
Port b gen ada40d membership 01
Port d gen ada409 membership 01
Port f gen adad4lc membership 01
Port h gen ada40f membership 01
Port o gen ada406 membership 01
Port u gen adad4la membership 01
Port v gen ada4l6 membership 01
Port w gen ada4l8 membership 01
Port y gen ada424 membership 01

Verifying the CVM group is online
Make sure the cvim group is in the online state.
To verify CVM group

1 On any node, run the following command to verify that the cvm group is
online:

# hagrp -state cvm
2 Onany node, run the following command to make sure CVM has started
properly:

# vxclustadm nidmap

Verifying 1/0 fencing configuration

Verify from the vxfenadm output that the SCSI-3 disk policy reflects the
configuration in the /etc/vxfenmode file.



Configuring SF Oracle RAC clusters for data integrity | 151
Configuring SF Oracle RAC for data integrity using the Web-based installer

To verify I/0 fencing configuration

1 Onone of the nodes, type:

# vxfenadm -d

Output similar to the following appears if the fencing mode is SCSI3 and the
SCSI3 disk policy is dmp:

I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: SCSI3
Fencing SCSI3 Disk Policy: dmp

Cluster Members:

* 0 (galaxy)
1 (nebula)

RFSM State Information:
node 0 in state 8 (running)
node 1 in state 8 (running)

2 Verify that the disk-based I/O fencing is using the specified disks.

# vxfenconfig -1

Configuring SF Oracle RAC for data integrity using
the Web-based installer

After you configure SF Oracle RAC, you must configure the cluster for data
integrity. Review the configuration requirements.

See “Configuring SF Oracle RAC using the Web-based installer” on page 131.

See “About planning to configure I/O fencing” on page 60.
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To configure SF Oracle RAC for data integrity

1

Start the Web-based installer.
See “Starting the Veritas Web-based installer” on page 89.

On the Select a task and a product page, select the task and the product as
follows:

Task 1/0 fencing configuration
Product Veritas Storage Foundation for Oracle RAC
Click Next.

Verify the cluster information that the installer presents and confirm whether
you want to configure I/O fencing on the cluster.

On the Select Cluster page, click Next if the installer completes the cluster
verification successfully.

The installer performs the initial system verification. It checks for the system
communication. It also checks for release compatibility, installed product
version, platform version, and performs product prechecks.

On the Select Fencing Type page, choose whether to configure disk-based
fencing or server-based fencing.

If you chose to configure disk-based fencing, go to step 6.
If you chose to configure server-based fencing, go to step 9.

On the Configure Fencing page, the installer prompts for details based on the
fencing type you chose to configure. Specify the coordination points details.

Click Next.

On the Configure Fencing page, specify the following information:

Select a Disk Group Select the Create a new disk group option or select one of
the disk groups from the list.

m If you selected one of the disk groups that is listed, the
default fencing disk policy for the disk group is dmp.
Go to step 15.

m Ifyouselected the Createanew disk group option, make
sure you have SCSI-3 PR enabled disks, and click Yes in
the confirmation dialog box.

Click Next. Go to step 8.
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On the Create New DG page, specify the following information:

New Disk Group Name Enter a name for the new coordinator disk group you want
to create.

Select Disks Select at least three disks to create the coordinator disk
group.

If you want to select more than three disks, make sure to
select an odd number of disks.

Fencing Disk Policy The default fencing disk policy for the disk group is dmp.

Go to step 15.

On the Configure Fencing page, the installer prompts for details based on the
fencing type you chose to configure. Specify the coordination points details.

Click Next.
Provide the following details for each of the CP servers:

m Enter the virtual IP addresses or host names of the virtual IP address. The
installer assumes these values to be identical as viewed from all the
application cluster nodes.

m Enter the port that the CP server must listen on.

m Click Next.

If your server-based fencing configuration also uses disks as coordination
points, perform the following steps:

m Ifyouhave not already checked the disks for SCSI-3 PR compliance, check
the disks now, and click OK in the dialog box.

m If you do not want to use the default coordinator disk group name, enter
a name for the new coordinator disk group you want to create.

m Select the disks to create the coordinator disk group.

m The default fencing disk policy for the disk group is dmp.

In the Confirmation dialog box that appears, confirm whether the coordination
points information you provided is correct, and click Yes.

Verify and confirm the I/0O fencing configuration information.

The installer stops and restarts the VCS and the fencing processes on each
application cluster node, and completes the I/0 fencing configuration.

Configure the CP agent on the SF Oracle RAC (application cluster), and click
Next.
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15 Click Next to complete the process of configuring I/0 fencing.

On the Completion page, view the summary file, log file, or response file, if
needed, to confirm the configuration.

16

Select the checkbox to specify whether you want to send your installation

information to Symantec.

Click Finish. The installer prompts you for another task.

Setting up server-based I/0 fencing using installsfrac

program

See “Setting up server-based I/O fencing using installsfrac program” on page 154.

Setting up server-based I/0 fencing manually

Tasks that are involved in setting up server-based I/O fencing manually include:

Table 9-2

Tasks to set up server-based I/0 fencing manually

Task

Reference

Preparing the CP servers for

See “Preparing the CP servers manually for use by the SF

use by the SF Oracle RAC Oracle RAC cluster” on page 154.
cluster
Modifying I/0 fencing See “Configuring server-based fencing on the SF Oracle

configuration files to configure
server-based I/O fencing

RAC cluster manually” on page 157.

Modifying SF Oracle RAC
configuration to use I/0
fencing

See “Modifying VCS configuration to use I/O fencing”
on page 148.

Configuring Coordination Point
agent to monitor coordination
points

See “Configuring CoordPoint agent to monitor
coordination points” on page 163.

Verifying the server-based I/0
fencing configuration

See “Verifying server-based I/O fencing configuration”
on page 164.

Preparing the CP servers manually for use by the SF Oracle RAC cluster

Use this procedure to manually prepare the CP server for use by the SF Oracle

RAC cluster or clusters.
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Table 9-3 displays the sample values used in this procedure.

Table 9-3 Sample values in procedure

CP server configuration component

Sample name

CP server mycpsl
Node #1 - SF Oracle RAC cluster galaxy
Node #2 - SF Oracle RAC cluster nebula

Cluster name

rac_cluster101

Cluster UUID

{f0735332-1dd1-11b2}

To manually configure CP servers for use by the SF Oracle RAC cluster

1 Determine the cluster name and uuid on the SF Oracle RAC cluster.

For example, issue the following commands on one of the SF Oracle RAC

cluster nodes (galaxy):

# grep cluster /etc/VRTSvcs/conf/config/main.cf

cluster rac clusterlOl

# cat /etc/vx/.uuids/clusuuid

{£0735332-1dd1-11b2-bb31-00306eead60a}

2 Use the cpsadm command to check whether the SF Oracle RAC cluster and

nodes are present in the CP server.

For example:

# cpsadm -s mycpsl.symantecexample.com -a list_ nodes

ClusName UUID

Hostname (Node ID) Registered

rac_cluster101l {£f0735332-1dd1-11b2-bb31-00306eead60a} galaxy(0) 0
rac_cluster101l {£f0735332-1dd1-11b2-bb31-00306eead460a} nebula(l) 0

If the output does not show the cluster and nodes, then add them as described

in the next step.

For detailed information about the cpsadm command, see the Veritas Storage

Foundation for Oracle RAC Administrator's Guide.
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Add the SF Oracle RAC cluster and nodes to each CP server.

For example, issue the following command on the CP server
(mycps1.symantecexample.com) to add the cluster:

# cpsadm -s mycpsl.symantecexample.com -a add clus\
-c rac_clusterl0l -u {£0735332-1dd1-11b2}

Cluster rac clusterl10l added successfully

Issue the following command on the CP server (mycps1.symantecexample.com)
to add the first node:

# cpsadm -s mycpsl.symantecexample.com -a add node\
-c rac_clusterl0l -u {£0735332-1dd1-11b2} -h galaxy -n0

Node 0 (galaxy) successfully added

Issue the following command on the CP server (mycps1.symantecexample.com)
to add the second node:

# cpsadm -s mycpsl.symantecexample.com -a add_node\
-¢ rac_clusterl0l -u {£0735332-1dd1-11b2} -h nebula -nl

Node 1 (nebula) successfully added

If security is to be enabled, check whether the
CPSADM@VCS_SERVICES@cluster_uuid users are created in the CP server.

If the output below does not show the users, then add them as described in
the next step.

# cpsadm -s mycpsl.symantecexample.com -a list users
Username/Domain Type Cluster Name / UUID Role

CPSADM@VCS SERVICESQ@f0735332-1dd1-11b2/vx
rac clusterl101/{£f0735332-1dd1-11b2} Operator

If security is to be disabled, then add the user name "cpsclient@hostname"
to the server instead of the CPSADM@VCS_SERVICES@cluster_uuid (for
example, cpsclient@galaxy).

The CP server can only run in either secure mode or non-secure mode, both
connections are not accepted at the same time.
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Add the users to the CP server.

Issue the following commands on the CP server
(mycps1.symantecexample.com):

# cpsadm -s mycpsl.symantecexample.com -a add_user -e\
CPSADMQRVCS_SERVICES@cluster uuid\

-f cps_operator -g vx

User CPSADM@VCS_SERVICES@cluster uuid
successfully added

Authorize the CP server user to administer the SF Oracle RAC cluster. You
must perform this task for the CP server users corresponding to each node
in the SF Oracle RAC cluster.

For example, issue the following command on the CP server
(mycps1.symantecexample.com) for SF Oracle RAC cluster rac_cluster101
with two nodes galaxy and nebula:

# cpsadm -s mycpsl.symantecexample.com -a\
add _clus_to_user -c rac_clusterl01l\

-u {£0735332-1dd1-11b2}\

-e CPSADM@VCS_SERVICES@clustez;uuid\

-f cps_operator -g vx

Cluster successfully added to user
CPSADM@VCS_SERVICES@cluster uuid privileges.

as a coordination point requires editing the /etc/vxfenmode file.

You need to edit this file to specify the following information for your
configuration:

Fencing mode

Fencing mechanism

Fencing disk policy (if applicable to your I/O fencing configuration)
Appropriate value for the security configuration

CP server or CP servers

Coordinator disk group (if applicable to your I/O fencing configuration)
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Note: Whenever coordinator disks are used as coordination points in your I/0
fencing configuration, you must create a disk group (vxfencoorddg). You must
specify this disk group in the /etc/vxfenmode file.

See “Setting up coordinator disk groups” on page 146.

The customized fencing framework also generates the /etc/vxfentab file which
has security setting and the coordination points (all the CP servers and disks from
disk group specified in /etc/vxfenmode file).

To configure server-based fencing on the SF Oracle RAC cluster manually
1 Use atext editor to edit the following file on each node in the cluster:
/etc/rc.config.d/vxfenconf

You must change the values of the VXFEN_START and the VXFEN_STOP
environment variables to 1.

2 Use atext editor to edit the /etc/vxfenmode file values to meet your
configuration specifications.

If your server-based fencing configuration uses a single highly available CP
server as its only coordination point, make sure to add the single cp=1entry
in the /etc/vxfenmode file.

The following sample file output displays what the /etc/vxfenmode file
contains:

See “Sample vxfenmode file output for server-based fencing” on page 158.
3 Afterediting the /etc/vxfenmode file, run the vxfen init script to start fencing.

For example:

# /sbin/init.d/vxfen start

4  For CP servers in secure mode, make sure that the security is enabled on the
cluster and the credentials for the CPSADM are present in the
/var/VRTSvcs/vesauth/data/CcPSApM directory.

Sample vxfenmode file output for server-based fencing

The following is a sample vxfenmode file for server-based fencing:

#
# vxfen mode determines in what mode VCS I/O Fencing should work.
#

# available options:



#
#
#
#
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scsi3 - use scsi3 persistent reservation disks
customized - use script based customized fencing

disabled - run the driver but don't do any actual fencing

vxfen mode=customized

H H H H H = H

vxfen mechanism determines the mechanism for customized I/O

fencing that should be used.

available options:
cps - use a coordination point server with optional script

controlled scsi3 disks

vxfen mechanism=cps

scsi3 disk policy determines the way in which I/O Fencing
communicates with the coordination disks. This field is

required only if customized coordinator disks are being used.

available options:
dmp - use dynamic multipathing

raw - connect to disks using the native interface

csi3 disk policy=dmp

security when enabled uses secure communication to the cp server
using VxAT (Veritas Authentication Service)

available options:

0 - don't use Veritas Authentication Service for cp server
communication

1 - use Veritas Authentication Service for cp server
communication

security=1

HH H H = H = H H

Specify 3 or more odd number of coordination points in this file,
one in its own line. They can be all-CP servers, all-SCSI-3
compliant coordinator disks, or a combination of CP servers and
SCSI-3 compliant coordinator disks. Please ensure that the CP
server coordination points are numbered sequentially and in the

same order on all the cluster nodes.
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H H H = H FH H H H H K FH K H H H K o H H H H K H H H H H H o H H H H H K o H

Coordination Point Server (CPS) is specified as:

cps<number>=[<vip/vhn>] :<port>

If a CPS supports multiple virtual IPs or virtual hostnames over
different subnets, all of the IPs/names can be specified in a

comma separated list as follows:

cps<number>=[<vip 1/vhn 1>]:<port 1>, [<vip 2/vhn 2>]:<port 2>,...,

[<vip n/vhn n>]:<port n>

Where,
<number>
is the serial number of the CPS as a coordination point; must
start with 1.
<vip>
is the virtual IP address of the CPS, must be specified in
square brackets ("[]").
<vhn>
is the virtual hostname of the CPS, must be specified in square
brackets ("[]1").
<port>
is the port number bound to a particular <vip/vhn> of the CPS.
It is optional to specify a <port>. However, if specified, it
must follow a colon (":") after <vip/vhn>. If not specified, the

colon (":") must not exist after <vip/vhn>.

For all the <vip/vhn>s which do not have a specified <port>, a

default port can be specified as follows:

port=<default port>

Where <default port> is applicable to all the <vip/vhn>s for

which a <port> is not specified. In other words, specifying <port>
with a <vip/vhn> overrides the <default port> for that <vip/vhn>.
If the <default port> is not specified, and there are <vip/vhn>s for
which <port> is not specified, then port number 14250 will be used

for such <vip/vhn>s.

Example of specifying CP Servers to be used as coordination points:
port=57777

cpsl=[192.168.0.23],[192.168.0.24]:58888, [mycpsl.company.com]
cps2=[192.168.0.25]
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cps3=[mycps2.company.com] :59999

In the above example,
- port 58888 will be used for vip [192.168.0.24]
- port 59999 will be used for vhn [mycps2.company.com], and
- default port 57777 will be used for all remaining <vip/vhn>s:
[192.168.0.23]
[mycpsl.company.com]
[192.168.0.25]
- if default port 57777 were not specified, port 14250 would be used
for all remaining <vip/vhn>s:
[192.168.0.23]
[mycpsl.company.com]
[192.168.0.25]

SCSI-3 compliant coordinator disks are specified as:

vxfendg=<coordinator disk group name>
Example:

vxfendg=vxfencoorddg

Examples of different configurations:
1. All CP server coordination points

cpsl=

cps2=

cps3=

2. A combination of CP server and a disk group having two SCSI-3
coordinator disks

cpsl=

vxfendg=

Note: The disk group specified in this case should have two disks

3. All SCSI-3 coordinator disks
vxfendg=

Note: The disk group specified in case should have three disks

HH H H o H FH H H H H H H H H H H H K H H H H H o K H H H H H K H H H I

Table 9-4 defines the vxfenmode parameters that must be edited.
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Table 9-4 vxfenmode file parameters

vxfenmode File
Parameter

Description

vxfen_mode

Fencing mode of operation. This parameter must be set to
“customized”.

vxfen_mechanism

Fencing mechanism. This parameter defines the mechanism
that is used for fencing. If one of the three coordination points
is a CP server, then this parameter must be set to “cps”.

scsi3_disk_policy

Configure the vxfen module to use either DMP devices, "dmp"
or the underlying raw character devices, "raw".

Note: The configured disk policy is applied on all the nodes.

security

Security parameter 1 indicates that secure mode is used for
CP server communications.

Security parameter 0 indicates that communication with the
CP server is made in non-secure mode.

The default security value is 1.

cpsl, cps2, or vxfendg

Coordination point parameters.

Enter either the virtual IP address or the FQHN (whichever is
accessible) of the CP server.

cps<number>=[virtual ip address/virtual host name]:port
Where port is optional. The default port value is 14250.

If you have configured multiple virtual IP addresses or host
names over different subnets, you can specify these as
comma-separated values. For example:

cpsl1=[192.168.0.23]1,[192.168.0.24]:58888,
[mycpsl.company.com]

Note: Whenever coordinator disks are used in an I/O fencing
configuration, a disk group has to be created (vxfencoorddg)
and specified in the /etc/vxfenmode file. Additionally, the
customized fencing framework also generates the
/etc/vxfentab file which specifies the security setting and the
coordination points (all the CP servers and the disks from disk
group specified in /etc/vxfenmode file).
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vxfenmode file parameters (continued)

vxfenmode File
Parameter

Description

port

Default port for the CP server to listen on

If you have not specified port numbers for individual virtual
IP addresses or host names, the default port number value
that the CP server uses for those individual virtual IP
addresses or host names is 14250. You can change this default
port value using the port parameter.

single_cp

Value 1 for single_cp parameter indicates that the
server-based fencing uses a single highly available CP server
as its only coordination point.

Value 0 for single_cp parameter indicates that the
server-based fencing uses at least three coordination points.

Configuring CoordPoint agent to monitor coordination points

The following procedure describes how to manually configure the CoordPoint
agent to monitor coordination points.

The CoordPoint agent can monitor CP servers and SCSI-3 disks.

See the Veritas Cluster Server Bundled Agents Reference Guide for more information

on the agent.

To configure CoordPoint agent to monitor coordination points

1 Ensure that your SF Oracle RAC cluster has been properly installed and
configured with fencing enabled.

2 Create a parallel service group vxfen and add a coordpoint resource to the
vxfen service group using the following commands:

HH o H FH H H H H H H

haconf -makerw

hagrp -add vxfen

hagrp —modify vxfen SystemList galaxy 0 nebula 1
hagrp -modify vxfen AutoFailOver 0

hagrp —-modify vxfen Parallel 1

hagrp -modify vxfen SourceFile "./main.cf"

hares -add coordpoint CoordPoint vxfen

hares -modify coordpoint FaultTolerance 1

hares -modify coordpoint Enabled 1

haconf -dump -makero
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Verify the status of the agent on the SF Oracle RAC cluster using the hares
commands. For example:

# hares -state coordpoint
The following is an example of the command and output::

# hares -state coordpoint

# Resource Attribute System Value
coordpoint State galaxy ONLINE
coordpoint State nebula ONLINE

Access the engine log to view the agent log. The agent log is written to the
engine log.

The agent log contains detailed CoordPoint agent monitoring information;
including information about whether the CoordPoint agent is able to access
all the coordination points, information to check on which coordination points
the CoordPoint agent is reporting missing keys, etc.

To view all such information in the engine log, change the dbg level for that
node using the following commands:

# haconf -makerw
# hatype -modify Coordpoint LogDbg 10
# haconf -dump -makero

The agent log can now be viewed at the following location:

/var/VRTSvcs/log/engine_A.log

Verifying server-based I/0 fencing configuration

Follow the procedure described below to verify your server-based I/0 fencing
configuration.
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To verify the server-based I/0 fencing configuration

1

Verify that the I/O fencing configuration was successful by running the
vxfenadm command. For example, run the following command:

# vxfenadm -d

Note: For troubleshooting any server-based I/0 fencing configuration issues,
refer to the Veritas Storage Foundation for Oracle RAC Administrator's Guide.

Verify that I/O fencing is using the specified coordination points by running
the vxfenconfig command. For example, run the following command:

# vxfenconfig -1

If the output displays single cp=1, it indicates that the application cluster
uses a CP server as the single coordination point for server-based fencing.
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Performing
post-installation and
configuration tasks

This chapter includes the following topics:

m Performing a postcheck on a node

m Verifying SF Oracle RAC installation using VCS configuration file

m Verifying LLT, GAB, and cluster operation

m About enabling LDAP authentication for clusters that run in secure mode
m About configuring authentication for SFDB tools

m Configuring Veritas Volume Replicator

m Running SORT Data Collector to collect configuration information

Performing a postcheck on a node

The installer's postcheck command can help you to determine installation-related
problems and provide troubleshooting information.

See “About using the postcheck option” on page 602.
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To run the postcheck command on a node

1 Run the installer with the -postcheck option.

# ./installer -postcheck system name

2 Review the output for installation-related information.

Verifying SF Oracle RAC installation using VCS
configuration file

The configuration file, main.cf, is created on each node at
/etc/VRTSvcs/conf/config/. Review the main.cf configuration file after the SF
Oracle RAC installation and before the Oracle installation.

Verify the following information in the main.cf file:

m The cluster definition within the main.cfincludes the cluster information that
was provided during the configuration. The cluster information includes the
cluster name, cluster address, and the names of cluster users and
administrators.

m The UseFence = SCSI3 attribute is not automatically present; you must
manually add it after the installation.

m If you configured the cluster in secure mode, the “SecureClus = 1” cluster
attribute is set.

For more information on the configuration file:

See “About VCS configuration file ” on page 647.

Verifying LLT, GAB, and cluster operation

Verify the operation of LLT, GAB, and the cluster using the VCS commands.
To verify LLT, GAB, and cluster operation
1 Login to any node in the cluster as superuser.
2 Make sure that the PATH environment variable is set to run the VCS
commands.
3 Verify LLT operation.
See “Verifying LLT” on page 169.
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Verify GAB operation.
See “Verifying GAB” on page 171.

Verify the cluster operation.

See “Verifying the cluster” on page 172.

Use the 11tstat command to verify that links are active for LLT. If LLT is
configured correctly, this command shows all the nodes in the cluster. The
command also returns information about the links for LLT for the node on which
you typed the command.

Refer to the 11tstat (1M) manual page for more information.

To verify LLT

1
2

Log in as superuser on the node galaxy.

Run the 11tstat command on the node galaxy to view the status of LLT.
lltstat -n
The output on galaxy resembles:

LLT node information:

Node State Links
*0 galaxy OPEN 2
1 nebula OPEN 2

Each node has two links and each node is in the OPEN state. The asterisk (*)
denotes the node on which you typed the command.

If LLT does not operate, the command does not return any LLT links
information: If only one network is connected, the command returns the
following LLT statistics information:

LLT node information:

Node State Links

* 0 galaxy OPEN 2
1 nebula OPEN 2
2 saturn OPEN 1

Log in as superuser on the node nebula.

Run the 11tstat command on the node nebula to view the status of LLT.
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lltstat -n

The output on nebula resembles:

LLT node information:

Node State Links
0 galaxy OPEN 2
*1 nebula OPEN 2

To view additional information about LLT, run the 11tstat -nvv command
on each node.

For example, run the following command on the node galaxy in a two-node
cluster:

lltstat -nvv active

The output on galaxy resembles:

Node State Link Status Address
*0 galaxy OPEN
lanl UP 08:00:20:93:0E:34
lan2 UP 08:00:20:93:0E:38
1 nebula OPEN
lanl UP 08:00:20:8F:D1:F2
lan2 DOWN

The command reports the status on the two active nodes in the cluster, galaxy
and nebula.

For each correctly configured node, the information must show the following:
m A state of OPEN

m A status for each link of UP

® An address for each link

However, the output in the example shows different details for the node
nebula. The private network connection is possibly broken or the information
in the /etc/llttab file may be incorrect.

To obtain information about the ports open for LLT, type 11tstat -ponany
node.

For example, type 11tstat -p on the node galaxy in a two-node cluster:
lltstat -p

The output resembles:
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LLT port information:

Port
0

31

Usage Cookie

gab 0x0

opens: 0234567891011 ... 60 61 62 63
connects: 01

gab 0x7

opens: 0234567891011 ... 60 61 62 63
connects: 01

gab 0x1F

opens: 0234567891011 ... 60 61 62 63
connects: 01

Verify the GAB operation using the gabconfig -a command. This command
returns the GAB port membership information. The output displays the nodes
that have membership with the modules you installed and configured. You can
use GAB port membership as a method of determining if a specific component of
the SF Oracle RAC stack communicates with its peers.

Table 10-1 lists the different ports that the software configures for different

functions.
Table 10-1 GAB port description
Port Function
a GAB
b 1/0 fencing
d Oracle Disk Manager (ODM)
f Cluster File System (CFS)
h Veritas Cluster Server (VCS: High Availability Daemon)
0 VCSMM driver
u Cluster Volume Manager (CVM)
(to ship commands from slave node to master node)
Port uin the gabconfig output is visible with CVM protocol version
>=100.
v Cluster Volume Manager (CVM)
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Table 10-1 GAB port description (continued)
Port Function
w vxconfigd (module for CVM)
y Cluster Volume Manager (CVM) I/0 shipping

For more information on GAB, refer to the Veritas Cluster Server Administrator's
Guide.

To verify GAB

& Toverify the GAB operation, type the following command on each node:
# /sbin/gabconfig -a
For example, the command returns the following output:

GAB Port Memberships

Port a gen ada40l membership 01
Port b gen ada40d membership 01
Port d gen ada409 membership 01
Port f gen ada4lc membership 01
Port h gen ada40f membership 01
Port o gen ada406 membership 01
Port u gen ada4la membership 01
Port v gen ada4l6 membership 01
Port w gen ada4l8 membership 01
Port y gen ada42a membership 01

Verifying the cluster

Verify the status of the cluster using the hastatus command. This command
returns the system state and the group state.

Refer to the hastatus (1M) manual page.

Refer to the Veritas Cluster Server Administrator's Guide for a description of
system states and the transitions between them.
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1 To verify the status of the cluster, type the following command:

# hastatus -summary

The output resembles:

—-— SYSTEM STATE

-- System
A galaxy
A nebula

—-- GROUP STATE

-— Group
B cvm
B cvm

State

RUNNING
RUNNING

System

galaxy

nebula

Frozen

Probed AutoDisabled State

N ONLINE
N ONLINE

2 Review the command output for the following information:

m The system state

If the value of the system state is RUNNING, the cluster is successfully

started.

m The cvm group state

In the sample output, the group state lists the cvm group, which is ONLINE
on both the nodes galaxy and nebula.

Verifying the cluster nodes

Verify the information of the cluster systems using the hasys -displaycommand.
The information for each node in the output should be similar.

Refer to the hasys (1M) manual page.

Refer to the Veritas Cluster Server Administrator's Guide for information about

the system attributes for VCS.

To verify the cluster nodes

& Onone of the nodes, type the hasys -display command:

# hasys -display

The example shows the output when the command is run on the node galaxy.
The list continues with similar information for nebula (not shown) and any

other nodes in the cluster.
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#System Attribute Value

galaxy AgentsStopped 0

galaxy AvailableCapacity 100

galaxy CPUBinding BindTo None CPUNumber O

galaxy CPUThresholdLevel Critical 90 Warning 80 Note 70
Info 60

galaxy CPUUsage 0

galaxy CPUUsageMonitoring Enabled 0 ActionThreshold O

ActionTimeLimit 0 Action NONE
NotifyThreshold 0 NotifyTimeLimit O

galaxy Capacity 100

galaxy ConfigBlockCount 141

galaxy ConfigCheckSum 33975

galaxy ConfigDiskState CURRENT

galaxy ConfigFile /etc/VRTSvcs/conf/config
galaxy ConfigInfoCnt 0

galaxy ConfigModDate Thu Sep 22 07:14:23 CDT 2011
galaxy ConnectorState Down

galaxy CurrentLimits

galaxy DiskHbStatus

galaxy DynamicLoad 0

galaxy EngineRestarted 0

galaxy EngineVersion 6.0.00.0

galaxy FencingWeight 0

galaxy Frozen 0

galaxy GUIIPAddr

galaxy HostUtilization CPU 7 Swap 0



galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy

galaxy

galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy
galaxy

galaxy

Performing post-installation and configuration tasks

LLTNodeId
LicenseType
Limits
LinkHbStatus
LoadTimeCounter
LoadTimeThreshold
LoadWarningLevel
NoAutoDisable
NodeId

OnGrpCnt
PhysicalServer
ShutdownTimeout
SourceFile

SwapThresholdLevel

SysInfo
SysName
SysState
SystemLocation
SystemOwner
SystemRecipients
TFrozen

TRSE
UpDownState
UserInt
UserStr

VCSFeatures

Verifying LLT, GAB, and cluster operation

PERMANENT SITE

lanl UP lan2 UP

600
./main.cf

Critical 90 Warning 80 Note 70
Info 60

HP-UX:galaxy,U,B.11.31,1ia64
galaxy

RUNNING

Up

NONE
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galaxy VCSMode VCS_RAC

About enabling LDAP authentication for clusters that
run in secure mode

Symantec Product Authentication Service (AT) supports LDAP (Lightweight
Directory Access Protocol) user authentication through a plug-in for the
authentication broker. AT supports all common LDAP distributions such as Oracle
Directory Server, Netscape, OpenLDAP, and Windows Active Directory.

For a cluster that runs in secure mode, you must enable the LDAP authentication
plug-in if the VCS users belong to an LDAP domain.

See “Enabling LDAP authentication for clusters that run in secure mode”
on page 178.

If you have not already added VCS users during installation, you can add the users
later.

See the Veritas Cluster Server Administrator's Guide for instructions to add VCS
users.

Figure 10-1 depicts the SF Oracle RAC cluster communication with the LDAP
servers when clusters run in secure mode.
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Figure 10-1 Client communication with LDAP servers

VCS client

1. When a user runs HA
commands, AT initiates user
authentication with the
authentication broker.

4. AT issues the credentials to the
user to proceed with the
command.

VCS node
(authentication broker)

node performs an LDAP bind fAr'(I')rrT(]emvaeEs)Ag;oduirrJelcnof:)rmatlon
operation with the LDAP directory. v

LDAP server (such as
OpenLDAP or Windows
Active Directory)

2. Authentication broker on VCS ! ! 3. Upon a successful LDAP bind,

The LDAP schema and syntax for LDAP commands (such as, ldapadd, ldapmodify,
and ldapsearch) vary based on your LDAP implementation.

Before adding the LDAP domain in Symantec Product Authentication Service,
note the following information about your LDAP environment:

m The type of LDAP schema used (the default is RFC 2307)

m UserObjectClass (the default is posixAccount)

m UserObject Attribute (the default is uid)

m  User Group Attribute (the default is gidNumber)

m  Group Object Class (the default is posixGroup)

m GroupObject Attribute (the default is cn)

m  Group GID Attribute (the default is gidNumber)

m  Group Membership Attribute (the default is memberUid)
m URL to the LDAP Directory

m Distinguished name for the user container (for example,
UserBaseDN=ou=people,dc=comp,dc=com)
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m Distinguished name for the group container (for example,
GroupBaseDN=ou=group,dc=comp,dc=com)

Enabling LDAP authentication for clusters that run in secure mode

The following procedure shows how to enable the plug-in module for LDAP
authentication. This section provides examples for OpenLDAP and Windows
Active Directory LDAP distributions.

Before you enable the LDAP authentication, complete the following steps:

m Make sure that the cluster runs in secure mode.

# haclus -value SecureClus

The output must return the value as 1.

m Make sure that the AT version is 6.1.6.0 or later.

# /opt/VRTSves/bin/vcsauth/vecsauthserver/bin/vssat showversion

vssat version: 6.1.6.0

See the vssat.1mand the at1dapconf.1m manual pages.
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To enable OpenLDAP authentication for clusters that run in secure mode

1

Add the LDAP domain to the AT configuration using the vssat command.
The following example adds the LDAP domain, MYENTERPRISE:

# /opt/VRTSvcs/bin/vcsauth/vesauthserver/bin/vssat addldapdomain \
--domainname "MYENTERPRISE.symantecdomain.com"\

--server_url "ldap://my_openldap host.symantecexample.com"\
--user_base_dn "ou=people,dc=symantecdomain,dc=myenterprise,dc=com"\
--user_attribute "cn" --user_object_class "account"\
--user_gid_attribute "gidNumber"\

--group_base_dn "ou=group,dc=symantecdomain,dc=myenterprise,dc=com"\
--group_attribute "cn" --group object class "posixGroup"\
--group_gid_attribute "member"\

--admin_user "cn=manager,dc=symantecdomain,dc=myenterprise,dc=com"\

--admin_user_ password "password" --auth_type "FLAT"

Verify that you can successfully authenticate an LDAP user on the SF Oracle
RAC nodes.

You must have a valid LDAP user ID and password to run the command. In
the following example, authentication is verified for the MYENTERPRISE
domain for the LDAP user, vcsadminl.

galaxy# /opt/VRTSvcs/bin/vcsauth/vecsauthserver/bin/vssat authenticate
--domain ldap:MYENTERPRISE.symantecdomain.com
--prplname vcsadminl --broker galaxy:14149

Enter password for vcsadminl: ########44#

authenticate
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3 Add the LDAP user to the main.cf file.

# haconf makerw

# hauser -add "CN=vcsadminl/CN=people/\
DC=symantecdomain/DC=myenterprise/\
DC=com@myenterprise.symantecdomain.com" -priv Administrator

# haconf -dump -makero

If you want to enable group-level authentication, you must run the following
command:

# hauser -addpriv \

ldap group@ldap domain AdministratorGroup

4  Verify that the main.cf file has the following lines:

# cat /etc/VRTSves/conf/config/main.cf

cluster rac clusterlOl (
SecureClus = 1
Administrators = {
"CN=vcsadminl/CN=people/DC=symantecdomain/DC=myenterprise/
DC=com@myenterprise.symantecdomain.com" }
AdministratorGroups = {
"CN=symantecusergroups/DC=symantecdomain/DC=myenterprise/

DC=com@myenterprise.symantecdomain.com " }

5 Set the VCS_DOMAIN and VCS_DOMAINTYPE environment variables as
follows:

m VCS_DOMAIN=myenterprise.symantecdomain.com
m VCS_DOMAINTYPE=Idap

For example, for the Bourne Shell (sh) or the Korn shell (ksh), run the following
commands:

# export VCS_DOMAIN=myenterprise.symantecdomain.com
# export VCS_DOMAINTYPE=ldap
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Verify that you can log on to VCS. For example

# halogin vcsadminl password
# hasys -state
VCS NOTICE V-16-1-52563 VCS Login:vcsadminl

#System Attribute Value
galaxy Attribute RUNNING
nebula Attribute RUNNING

Similarly, you can use the same LDAP user credentials to log on to the SF
Oracle RAC node using the VCS Cluster Manager (Java Console).

To enable LDAP authentication on other nodes in the cluster, perform the
procedure on each of the nodes in the cluster.
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To enable Windows Active Directory authentication for clusters that run in secure
mode

1 RuntheLDAP configuration tool atldapconf using the -d option. The -d option
discovers and retrieves an LDAP properties file which is a prioritized attribute
list.

# /opt/VRTSvcs/bin/vcsauth/vesauthserver/bin/atldapconf -d \
-s domain controller name or ipaddress \

-u domain user -g domain group
For example:

# /opt/VRTSvcs/bin/vcsauth/vcsauthserver/bin/atldapconf \

-d -s 192.168.20.32 -u Administrator -g "Domain Admins"

Search User provided is invalid or Authentication is required to
proceed further.

Please provide authentication information for LDAP server.

Username/Common Name: symantecdomain\administrator

Password:

Attribute file created.

2 Runthe LDAP configuration tool atldapconf using the -c option. The -c option
creates a CLI file to add the LDAP domain.

# /opt/VRTSvcs/bin/vcsauth/vesauthserver/bin/atldapconf \

-c -d windows domain name
For example:

# /opt/VRTSvcs/bin/vcsauth/vcsauthserver/bin/atldapconf \

-c -d symantecdomain.com

Attribute list file not provided, using default Attributelist.txt.
CLI file name not provided, using default CLI.txt.

CLI for addldapdomain generated.

3  Runthe LDAP configuration tool atldapconf using the -x option. The -x option
reads the CLI file and executes the commands to add a domain to the AT.

# /opt/VRTSvcs/bin/vcsauth/vecsauthserver/bin/atldapconf -x
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List the LDAP domains to verify that the Windows Active Directory server
integration is complete.

# /opt/VRTSvcs/bin/vcsauth/vesauthserver/bin/vssat listldapdomains

Domain Name : symantecdomain.com

Server URL : ldap://192.168.20.32:389

SSL Enabled : No

User Base DN : CN=people, DC=symantecdomain, DC=com
User Object Class : account

User Attribute : cn

User GID Attribute : gidNumber

Group Base DN : CN=group, DC=symantecdomain, DC=com
Group Object Class : group

Group Attribute : cn

Group GID Attribute : cn

Auth Type : FLAT

Admin User
Admin User Password

Search Scope : SUB

Set the VCS_DOMAIN and VCS_DOMAINTYPE environment variables as
follows:

m VCS_DOMAIN=symantecdomain.com
m VCS_DOMAINTYPE=ldap

For example, for the Bourne Shell (sh) or the Korn shell (ksh), run the following
commands:

# export VCS_DOMAIN=symantecdomain.com
# export VCS_DOMAINTYPE=ldap
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6 Verify that you can log on to VCS. For example

# halogin vcsadminl password
# hasys -state
VCS NOTICE V-16-1-52563 VCS Login:vcsadminl

#System Attribute Value
galaxy Attribute RUNNING
nebula Attribute RUNNING

Similarly, you can use the same LDAP user credentials to log on to the SF
Oracle RAC node using the VCS Cluster Manager (Java Console).

7 Toenable LDAP authentication on other nodes in the cluster, perform the
procedure on each of the nodes in the cluster.

About configuring authentication for SFDB tools

To configure authentication for Storage Foundation for Databases (SFDB) tools,
perform the following tasks:

Configure the vxdbd daemon to require See “Configuring vxdbd for SFDB tools

authentication authentication” on page 184.
Add a node to a cluster that is using See “Adding nodes to a cluster that is using
authentication for SFDB tools authentication for SFDB tools” on page 499.

Configuring vxdbd for SFDB tools authentication
To configure vxdbd, perform the following steps as the root user

1 Runthesfae auth op command to set up the authentication services.

# /opt/VRTS/bin/sfae_auth_op -o setup
Setting up AT

Starting SFAE AT broker

Creating SFAE private domain

Backing up AT configuration

Creating principal for wvxdbd

2  Stop the vxdbd daemon.

# /opt/VRTS/bin/vxdbdctrl stop
Stopping Veritas wvxdbd

vxdbd stop succeeded
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3 Enable authentication by setting the AuTHENTICATION key to yes in the
/etc/vx/vxdbed/admin.properties configuration file.

4  Start the vxdod daemon.

# /opt/VRTS/bin/vxdbdctrl start
Starting Veritas vxdbd
/opt/VRTSdbed/bin/vxdbd start SUCCESS

The vxdbd daemon is now configured to require authentication.

Configuring Veritas Volume Replicator

Perform this step only if you have not already configured VVR during the
installation.

By default, the installer installs the required VVR configuration files irrespective
of whether or not you choose to enable VVR. To configure VVR manually in SF
Oracle RAC, simply start VVR using the vxstart vvr command . The command
starts the VVR daemons and configures the ports. You may change the default
settings at any time.

For instructions on changing the default settings, see the Veritas Volume Replicator
Administrator's Guide.

To configure VVR
1 Loginto each node in the cluster as the root user.

2 Start VVR:

# vxstart vvr start

VxVM VVR INFO V-5-2-3935 Using following ports:
heartbeat: 4145

vradmind: 8199

vxrsyncd: 8989

data: Anonymous-Ports

To change, see vrport (1M) command

VxVM VVR V-5-2-5942 Starting Communication daemon: [OK]
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Running SORT Data Collector to collect configuration
information

SORT Data Collector now supersedes the VRTSexplorer utility. Run the Data
Collector with the vxExplorer option to gather information about the system.

Visit the SORT Website and download the UNIX Data Collector appropriate for
your operating system.

https://sort.symantec.com
For more information:

https://sort.symantec.com/public/help/wwhelp/wwhimpl/js/html/wwhelp.htm
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