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Technical Support
Symantec Technical Support maintains support centers globally. Technical
Support’s primary role is to respond to specific queries about product features
and functionality. TheTechnical Support group also creates content for our online
Knowledge Base. The Technical Support group works collaboratively with the
other functional areas within Symantec to answer your questions in a timely
fashion. For example, theTechnical Support groupworkswithProductEngineering
and Symantec Security Response to provide alerting services and virus definition
updates.

Symantec’s support offerings include the following:

■ A range of support options that give you the flexibility to select the right
amount of service for any size organization

■ Telephone and/or Web-based support that provides rapid response and
up-to-the-minute information

■ Upgrade assurance that delivers software upgrades

■ Global support purchased on a regional business hours or 24 hours a day, 7
days a week basis

■ Premium service offerings that include Account Management Services

For information about Symantec’s support offerings, you can visit our website at
the following URL:

www.symantec.com/business/support/index.jsp

All support services will be delivered in accordance with your support agreement
and the then-current enterprise technical support policy.

Contacting Technical Support
Customers with a current support agreement may access Technical Support
information at the following URL:

www.symantec.com/business/support/contact_techsupp_static.jsp

Before contacting Technical Support, make sure you have satisfied the system
requirements that are listed in your product documentation. Also, you should be
at the computer onwhich theproblemoccurred, in case it is necessary to replicate
the problem.

When you contact Technical Support, please have the following information
available:

■ Product release level

http://www.symantec.com/business/support/index.jsp
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■ Hardware information

■ Available memory, disk space, and NIC information

■ Operating system

■ Version and patch level

■ Network topology

■ Router, gateway, and IP address information

■ Problem description:

■ Error messages and log files

■ Troubleshooting that was performed before contacting Symantec

■ Recent software configuration changes and network changes

Licensing and registration
If yourSymantecproduct requires registrationor a licensekey, access our technical
support Web page at the following URL:

www.symantec.com/business/support/

Customer service
Customer service information is available at the following URL:

www.symantec.com/business/support/

Customer Service is available to assist with non-technical questions, such as the
following types of issues:

■ Questions regarding product licensing or serialization

■ Product registration updates, such as address or name changes

■ General product information (features, language availability, local dealers)

■ Latest information about product updates and upgrades

■ Information about upgrade assurance and support contracts

■ Information about the Symantec Buying Programs

■ Advice about Symantec's technical support options

■ Nontechnical presales questions

■ Issues that are related to CD-ROMs or manuals

http://www.symantec.com/business/support/
http://www.symantec.com/business/support/


Documentation
Product guides are available on the media in PDF format. Make sure that you are
using the current version of the documentation. The document version appears
on page 2 of each guide. The latest product documentation is available on the
Symantec website.

https://sort.symantec.com/documents

Your feedback on product documentation is important to us. Send suggestions
for improvements and reports on errors or omissions. Include the title and
document version (located on the second page), and chapter and section titles of
the text on which you are reporting. Send feedback to:

doc_feedback@symantec.com

For information regarding the latest HOWTO articles, documentation updates,
or to ask a question regarding product documentation, visit the Storage and
Clustering Documentation forum on Symantec Connect.

https://www-secure.symantec.com/connect/storage-management/
forums/storage-and-clustering-documentation

About Symantec Connect
Symantec Connect is the peer-to-peer technical community site for Symantec’s
enterprise customers. Participants can connect and share informationwith other
product users, including creating forum posts, articles, videos, downloads, blogs
and suggesting ideas, as well as interact with Symantec product teams and
Technical Support. Content is rated by the community, and members receive
reward points for their contributions.

http://www.symantec.com/connect/storage-management

Support agreement resources
If youwant to contact Symantec regarding an existing support agreement, please
contact the support agreement administration team for your region as follows:

customercare_apac@symantec.comAsia-Pacific and Japan

semea@symantec.comEurope, Middle-East, and Africa

supportsolutions@symantec.comNorth America and Latin America

https://sort.symantec.com/documents
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Dynamic Multi-Pathing
Release Notes

This document includes the following topics:

■ About this document

■ About Veritas Dynamic Multi-Pathing

■ About Symantec Operations Readiness Tools

■ Important release information

■ Changes introduced in 6.0

■ System requirements

■ Fixed issues

■ Known issues

■ Software limitations

■ Documentation

About this document
This document provides important information about Veritas Dynamic
Multi-Pathing (Dynamic Multi-Pathing) version 6.0 for Linux. Review this entire
document before you install or upgrade Dynamic Multi-Pathing.

The information in the Release Notes supersedes the information provided in the
product documents for Dynamic Multi-Pathing.



This is Document version: 6.0.4 of the Veritas Dynamic Multi-Pathing Release
Notes. Before you start, make sure that you are using the latest version of this
guide. The latest product documentation is available on the Symantec Web site
at:

https://sort.symantec.com/documents

About Veritas Dynamic Multi-Pathing
Veritas Dynamic Multi-Pathing (DMP) provides multi-pathing functionality for
the operating system native devices configured on the system. DMP creates DMP
metadevices (also known as DMP nodes) to represent all the device paths to the
same physical LUN.

DMP is available as a component of Storage Foundation. DMP supports Veritas
Volume Manager (VxVM) volumes on DMP metadevices, and Veritas File System
(VxFS) file systems on those volumes.

DMP is also available as a stand-alone product, which extends DMP metadevices
to support the OS native logical volume manager (LVM). You can create LVM
volumes and volume groups on DMP metadevices.

VeritasDynamicMulti-Pathingcanbe licensed separately fromStorageFoundation
products. Veritas Volume Manager and Veritas File System functionality is not
provided with a DMP license.

DMP functionality is available with a Storage Foundation Enterprise license, SF
HA Enterprise license, and Standard license.

Veritas VolumeManager (VxVM) volumes and disk groups can co-exist with LVM
volumes and volume groups, but each device can only support one of the types.
If a disk has a VxVM label, then the disk is not available to LVM. Similarly, if a
disk is in use by LVM, then the disk is not available to VxVM.

About Symantec Operations Readiness Tools
Symantec Operations Readiness Tools (SORT) is a Web site that automates and
simplifies some of the most time-consuming administrative tasks. SORT helps
you manage your datacenter more efficiently and get the most out of your
Symantec products.

SORT can help you do the following:

Dynamic Multi-Pathing Release Notes
About Veritas Dynamic Multi-Pathing

8

https://sort.symantec.com/documents
https://sort.symantec.com


■ List product installation andupgrade requirements, including
operating system versions, memory, disk space, and
architecture.

■ Analyze systems to determine if they are ready to install or
upgrade Symantec products.

■ Download the latest patches, documentation, and high
availability agents from a central repository.

■ Access up-to-date compatibility lists for hardware, software,
databases, and operating systems.

Prepare for your next
installation or upgrade

■ Get automatic email notifications about changes to patches,
array-specific modules (ASLs/APMs/DDIs/DDLs), and high
availability agents from a central repository.

■ Identify and mitigate system and environmental risks.

■ Display descriptions and solutions for hundreds of Symantec
error codes.

Manage risks

■ Find and download patches based on product version and
platform.

■ List installed Symantec products and license keys.

■ Tune and optimize your environment.

Improve efficiency

Note: Certain features of SORT are not available for all products. Access to SORT
is available at no extra cost.

To access SORT, go to:

https://sort.symantec.com

Important release information
■ For important updates regarding this release, review the Late-Breaking News

TechNote on the Symantec Technical Support website:
http://www.symantec.com/docs/TECH164885

■ For the latest patches available for this release, go to:
http://sort.symantec.com/

■ Thehardwarecompatibility list contains informationabout supportedhardware
and is updated regularly. For the latest information on supported hardware
visit the following URL:
http://www.symantec.com/docs/TECH170013
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Before installing or upgrading Storage Foundation and High Availability
Solutions products, review the current compatibility list to confirm the
compatibility of your hardware and software.

Changes introduced in 6.0
This section lists the changes in Veritas Dynamic Multi-Pathing 6.0.

Changes related to Veritas Dynamic Multi-Pathing (DMP)
The following sections describe changes in this release related toVeritasDynamic
Multi-Pathing (DMP).

DMPdetects "persist throughpower loss" storagedevice server
capability
In this release,DMPdetectswhena storagedevice serverhas the capability "persist
through power loss". Certain arrays, such as Oracle's Sun Storage 7310, use this
capability to preserve the persistent reservation and registrations across power
cycles, controller reboots, and other similar operations.

If DMP detects that the device supports this capability, then DMP sets the APTPL
(Activate Persist Through Power Loss) bit to 1 in the PERSISTENTRESERVEOUT
parameter data sent with a REGISTER, REGISTER AND IGNORE EXISTING KEY
service action, according to SPC-3 specifications.

WhenAPTPL is set to 1, the persistent reservation (PR) keys are preserved during
array controller takeover or failback operations.

Tuning Dynamic Multi-Pathing with templates
Veritas Dynamic Multi-Pathing (DMP) has multiple tunable parameters and
attributes that you can configure for optimal performance. In this release, DMP
introduces a templatemethod to update several tunable parameters and attributes
with a single operation. The template represents a full or partial DMP
configuration, showing the values of the parameters and attributes of the host.

To view and work with the tunable parameters, you can dump the configuration
values of theDMP tunable parameters to a file. Edit the parameters and attributes,
if required. Then, load the template file to a host to update all of the values in a
single operation.

Formore information about tuningDMPwith templates, see theVeritasDynamic
Multi-Pathing Administrator's Guide.

Dynamic Multi-Pathing Release Notes
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Changes to DMP support for ALUA arrays
In this release, DMP has improved support for ALUA arrays. DMP now efficiently
handlesmost implementations of theALUAstandard. The enhancements include
the following:

■ DMP now detects whether an ALUA array is A/A-A, A/A or A/P-F.

■ DMPhandles the array state correctly, when a node is taken out of the cluster.
The enclosure level attribute failoverpolicy is now set internally.

■ DMP handles Standby and unavailable LUN states for ALUA arrays.

■ DMPmonitors LUNownership changes. DMP can shift the I/O load depending
on the current state of the LUN.

Dynamic Multi-Pathing (DMP) detects and reports extended
attributes from Veritas Operations Manager
If youhaveVeritasOperationsManager (VOM), andyouhave configured a central
Management Server, theDeviceDiscovery layer (DDL) ofDMPcanobtain extended
attributes formanaged hosts. DDL obtains these additional attributes out of band
from the VOM database. DMP displays these attributes as output of the vxdisk
-p list command.

See the Administrator's Guide.

DMP tunable parameter dmp_enable_restore renamed to
dmp_restore_state
The DMP tunable parameter dmp_enable_restore has been renamed to
dmp_restore_state. The dmp_restore_state tunable canhave the following values:

■ enabled
Enables and starts the DMP path restoration thread.

■ disabled
Stops and disables the DMP path restoration thread.

■ stopped
Stops the DMP path restoration thread until the next device discovery cycle.

Command completion for DMP commands
Veritas Dynamic Multi-Pathing (DMP) now supports command completion for
DMP commands. In this release, command completion is supported only on the
bash shell. The shell must be bash version 2.4 or later.

11Dynamic Multi-Pathing Release Notes
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Touse this feature, pressTabwhile entering a supportedVxVMorDMPcommand.
The command is completed as far as possible.When there is a choice, the command
completion displays the next valid options for the command. Enter one of the
displayed values. A value in brackets indicates a user-specified value.

Note: Platform-specific options are not supported with command completion in
this release.

The following commands support command completion:

■ vxdisk

■ vxdmpadm

■ vxddladm

DMP enhancements
The following DMP enhancements have been made in this release:

■ The vxdmpadm enable command and the vxdmpadm disable command now
accept multiple controllers on the command line.

■ In addition, you can now enable or disable paths between a given controller
and a port-id pair. If you specify both an HBA controller and an array port,
DMP disables I/O on the specific portion of the Storage Area Network (SAN).

■ The vxdmpadm stat errord command and the vxdmpadm stat restored

command are deprecated.
To see status for the restore tasks, use the vxdmpadm gettune command.

■ Excluding or including paths from DMP is deprecated.
Excluding paths from DMP but not from VxVM can lead to unsupported
configurations. The command operations to exclude or include paths from
DMP are now deprecated. You can exclude or include paths from VxVM. The
deprecated commands are as follows:
vxdmpadm exclude dmp

vxdmpadm include dmp

vxdiskadm: DMP options under Suppressing or including devices for

VxVM

■ vxddladm list devices command now displays the name of the ASL even if
the device is skipped.

■ vxddladm status eventsource is added to show the status of the vxesd
daemon

Dynamic Multi-Pathing Release Notes
Changes introduced in 6.0
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■ vxscsiinq diagnostic utility is enhanced to take hexadecimal page numbers
as arguments.

Support for Kernel-based Virtual Machines (KVM) on Linux
Storage Foundation High and Availability Solutions provide configurations to
enhance the Kernel-based Virtual Machine (KVM) environment. Storage
Foundation High and Availability Solutions 6.0 products are supported on the
Red Hat Enterprise Linux (RHEL) 6.1 distribution.

StorageFoundation andHighAvailability Solutionsproducts provide the following
functionality for KVM guest virtual machines:

■ Storage visibility

■ Storage management

■ High availability

■ Cluster failover

■ Replication support

For implementation information:

See theVeritas StorageFoundation™andHighAvailability SolutionsVirtualization
Guide for Linux.

Changes related to installation and upgrades
The product installer includes the following changes in 6.0.

Support for product installation using yum on Linux
You can now install any of the Veritas products with yum. Yum installation is
supported for Red Hat Enterprise Linux 5 and 6.

See the Installation Guide for more information.

Using the installer's postcheck option
You can use the installer's postcheck option to diagnose installation-related
problems and to provide troubleshooting information.

Allow Response files to change tuning parameters
You can set non-default product and system tunable parameters using a tunables
template file. With the file, you can set tunables such as the I/O policy or toggle
native multi-pathing during or after the installation procedure.

13Dynamic Multi-Pathing Release Notes
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See the Installation Guide for more information.

The installer can check product versions and hotfixes
You can check the existing product versions using the installer command with
the -version option before or after you install. After you have installed the
current version of the product, you can use the showversion script in the
/opt/VRTS/install directory to find version information.

You can discover the following information with these commands:

■ The installed version of all released Strorage Foundation andHighAvailability
Suite of products

■ The missing required RPMs or patches as applicable for platform

■ The available updates (including patches or hotfixes) from SORT for the
installed products

Depending on the product, the script can identify versions from 4.0 onward.

Packaging updates
The following lists the package changes in this release.

■ New VRTSsfcpi60 RPM for product installer scripts

The VRTSsfcpi60 RPM is introduced in this release. The VRTSsfcpi60 RPM
contains the installer scripts and libraries that the installer uses to install,
configure and upgrade Veritas products.

For more information, see the Installation Guide.

Enhancements to collecting a VxExplorer troubleshooting archive
The Symantec Operations Readiness Tools (SORT) data collector contains
functionality to collect and submit aVxExplorer archive. You can send this archive
to Symantec Technical Support for problem diagnosis and troubleshooting.
VxExplorer does not collect customer data.

The legacy VxExplorer script now works differently. When you run the script, it
launches the SORTdata collector on the specified local hostwith the -vxexplorer
option.

To learn more about using the data collector to collect a VxExplorer archive, see:

www.symantec.com/docs/HOWTO32575

Dynamic Multi-Pathing Release Notes
Changes introduced in 6.0

14

http://www.symantec.com/docs/HOWTO32575


Changes related to product documentation
The Storage Foundation and High Availability Solutions 6.0 release includes the
following changes to the product documentation.

Table 1-1 lists the documents introduced in this release.

Table 1-1 New documents

NotesNew documents

Installation and upgrade information for
Storage Veritas Foundation.

Veritas Storage Foundation Installation
Guide

Administration information for Veritas
Storage Foundation.

Veritas Storage Foundation Administrator's
Guide

Release-specific information for Veritas
Storage Foundation and High Availability
users.

Veritas Storage Foundation and High
Availability Release Notes

Solutions and use cases for Veritas Storage
Foundation andHighAvailability Solutions.

Veritas Storage Foundation and High
Availability Solutions Solutions Guide

Troubleshooting information for Veritas
Storage Foundation and High Availability
Solutions.

Veritas Storage Foundation and High
Availability SolutionsTroubleshootingGuide

Virtualization-related information for
Veritas Storage Foundation and High
Availability Solutions.

Veritas Storage Foundation and High
Availability Solutions Virtualization Guide

Release-specific information Symantec
VirtualStore.

Symantec VirtualStore Release Notes

Release-specific information for Veritas
Storage Foundation for Sybase ASE CE.

Veritas Storage Foundation for Sybase ASE
CE Release Notes

Installation information forVeritas Storage
Foundation for Sybase ASE CE.

Veritas Storage Foundation for Sybase ASE
CE Installation Guide

Administration information for Veritas
Storage Foundation for Sybase ASE CE.

Veritas Storage Foundation for Sybase ASE
CE Administrator's Guide

InformationaboutVirtual Business Services.
This document is available online.

Virtual Business Services–AvailabilityUser's
Guide

Table 1-2 lists the documents that are deprecated in this release.
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Table 1-2 Deprecated documents

NotesDeprecated documents

Content now appears in the Veritas Storage
FoundationAdministrator'sGuide and in the
Veritas Storage Foundation Cluster File
System High Availability Administrator's
Guide.

Veritas File System Administrator's Guide

Content now appears in the Veritas Storage
FoundationAdministrator'sGuide and in the
Veritas Storage Foundation Cluster File
System High Availability Administrator's
Guide.

Veritas VolumeManager Administrator's
Guide

Content now appears in the Veritas Storage
Foundation and High Availability Solutions
Solutions Guide.

Veritas Storage Foundation Advanced
Features Administrator's Guide

Content now appears in the Veritas Storage
Foundation and High Availability Solutions
Troubleshooting Guide.

Veritas VolumeManager Troubleshooting
Guide

Content now appears in the Veritas Cluster
Server Bundled Agents Reference Guide.

Veritas Cluster Server Agents for Veritas
Volume Replicator Configuration Guide

Content now appears in the Veritas Storage
Foundation and High Availability Solutions
Replication Administrator's Guide.

Veritas Volume Replicator Planning and
Tuning Guide

Content now appears in the Veritas Storage
Foundation and High Availability Solutions
Replication Administrator's Guide.

Veritas Volume Replicator Advisor User's
Guide

Table 1-3 lists documents that are no longer bundled with the binaries. These
documents are now available online.

Table 1-3 Online documents

Document

Veritas Cluster Server Agent Developer's Guide

Veritas File System Programmer's Reference Guide

Dynamic Multi-Pathing Release Notes
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System requirements
The following topics describe the system requirements for this release:

Hardware compatibility list (HCL)
The hardware compatibility list contains information about supported hardware
and is updated regularly. Before installing or upgrading Storage Foundation and
High Availability Solutions products, review the current compatibility list to
confirm the compatibility of your hardware and software.

For the latest information on supported hardware, visit the following URL:

http://www.symantec.com/docs/TECH170013

For information on specific High Availability setup requirements, see theVeritas
Cluster Server Installation Guide.

Supported Linux operating systems
This section lists the supported operating systems for this release of Veritas
products.

Table 1-4 shows the supported Linux operating systems for this release.

Table 1-4 Supported Linux operating systems

ChipsetsKernel versionLevelsOperating systems

64-bit x86,
EMT*/Opteron 4.1
64-bit only

2.6.32-131.0.15.el6

2.6.32-220.el6

Update 1, 2Red Hat Enterprise Linux 6

64-bit x86,
EMT*/Opteron 4.1
64-bit only

2.6.18-194.el5

2.6.18-238.el5

2.6.18-274.el5

Update 5, 6, 7Red Hat Enterprise Linux 5

64-bit x86,
EMT*/Opteron 4.1
64-bit only

2.6.32.12-0.7SP1SUSE Linux Enterprise 11

64-bit x86,
EMT*/Opteron 4.1
64-bit only

2.6.16.60-0.85.1SP4SUSE Linux Enterprise 10

64-bit x86,
EMT*/Opteron

2.6.32-131.0.15.el6**6.1Oracle Linux 6
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Table 1-4 Supported Linux operating systems (continued)

ChipsetsKernel versionLevelsOperating systems

64-bit x86,
EMT*/Opteron

2.6.18-194.el5

2.6.18-238.el5

2.6.18-274.el5

**Update 5, 6,
7

Oracle Linux 5

* Extended Memory Technology

** RHEL-compatible mode only.

Note: Only 64-bit operating systems are supported.

If your system is running an older version of either Red Hat Enterprise Linux,
SUSE Linux Enterprise Server, or Oracle Linux, upgrade it before attempting to
install the Veritas software. Consult the RedHat, SUSE, or Oracle documentation
for more information on upgrading or reinstalling your operating system.

ForDMP, SF, SFHA, SFCFSHA, SFRAC,VCS, andVirtualStore, Symantec supports
only Oracle, Red Hat, and SUSE distributed kernel binaries.

On Linux, Symantec products operate on subsequent kernel and patch releases
provided the operating systems maintain kernel Application Binary Interface
(ABI) compatibility.

Veritas Storage Foundation memory requirements
Symantec recommends 2 GB of memory over the minimum requirement for the
operating system.

Fixed issues
This section covers the incidents that are fixed in this release.

See the corresponding Release Notes for a complete list of fixed incidents related
to that product.

See “Documentation” on page 27.

Known issues
This section covers the known issues in this release.

Dynamic Multi-Pathing Release Notes
Fixed issues
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See the corresponding Release Notes for a complete list of known issues related
to that product.

See “Documentation” on page 27.

I/O fails on some paths after array connectivity is restored, due to high
restore daemon interval (2091619)

If a path loses connectivity to the array, the path is marked as suspected to fail
andhence is not used for I/O.After the connectivity is restored, the restore daemon
detects that the path is restored when the restore daemon probes the paths. The
restore daemon makes the path available for I/O. The restore daemon probes the
paths at the interval set with the tunable parameter dmp_restore_interval. If you
set the dmp_restore_interval parameter to ahigh value, the paths are not available
for I/O until the next interval.

Changes in enclosure attributes are not persistent after an upgrade
to VxVM 6.0 (2082414)

TheVeritas VolumeManager (VxVM) 6.0 includes several array names that differ
from the array names in releases prior to release 5.1SP1. Therefore, if you upgrade
from a previous release to VxVM6.0, changes in the enclosure attributesmay not
remain persistent. Any enclosure attribute set for these arrays may be reset to
thedefault value after anupgrade toVxVM6.0.Manually reconfigure the enclosure
attributes to resolve the issue.

Table 1-5 shows the Hitachi arrays that have new array names.

Table 1-5 Hitachi arrays with new array names

New namePrevious name

Hitachi_USPTagmaStore-USP

Hitachi_NSCTagmaStore-NSC

Hitachi_USP-VTagmaStoreUSPV

Hitachi_USP-VMTagmaStoreUSPVM

Hitachi_R700<New Addition>

Newarraynames are based on theModelNumber
8x. For example, AMS_100, AMS_2100,
AMS_2300, AMS_2500, etc.

Hitachi AMS2300 Series arrays

19Dynamic Multi-Pathing Release Notes
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In addition, the Array Support Library (ASL) for the enclosures XIV and 3PAR
now converts the cabinet serial number that is reported from Hex to Decimal, to
correspond with the value shown on the GUI. Because the cabinet serial number
has changed, any enclosure attribute set for these arrays may be reset to the
default value after an upgrade to VxVM 6.0. Manually reconfigure the enclosure
attributes to resolve the issue.

The cabinet serial numbers are changed for the following enclosures:

■ IBM XIV Series arrays

■ 3PAR arrays

A controller can remain disabled due to udev device removal after loss
of connectivity to some paths on RHEL6 and SLES11 (2697321)

The issue may occur with NetApp LUNs in ALUA mode. When a device fails with
a dev_loss_tmo error, the operating system (OS) device files are removed by udev.
After this removal, a controller will remain in the disabled state until a reboot is
run on the host. To avoid this issue, use the following workaround.

Workaround

To create the new rules file

1 Create the file /etc/udev/rules.d/40-rport.rules with the following
content line:

KERNEL=="rport-*", SUBSYSTEM=="fc_remote_ports",ACTION=="add",

RUN+="/bin/sh -c'echo 20 > /sys/class/fc_remote_ports/%k/

fast_io_fail_tmo;echo 864000 >/sys/class/fc_remote_ports/%k/

dev_loss_tmo'"

2 Reboot the system.

3 If newLUNsaredynamically assigned to thehost, run the following command:

# udevadm trigger --action=add --subsystem-match=fc_remote_ports

DMP disables subpaths and initiates failover when an iSCSI link is
failed and recovered within 5 seconds. (2100039)

When using iSCSI S/W initiator with an EMC CLARiiON array, iSCSI connection
errors may cause DMP to disable subpaths and initiate failover. This situation
occurs when an iSCSI link is failed and recovered within 5 seconds.

Workaround:

Dynamic Multi-Pathing Release Notes
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When using iSCSI S/W initiator with an EMC CLARiiON array, set the
node.session.timeo.replacement_timeout iSCSI tunable value to 40 secs or higher.

DMP marks the subpaths as DISABLED while these subpaths are
accessible from OS level (2037222)

For iSCSI devices on SLES 10 SP3, theDMP tunable parameter dmp_fast_recovery
needs to be turned off.

# vxdmpadm settune dmp_fast_recovery=off

DMP panics if a DDL device discovery is initiated immediately after
loss of connectivity to the storage (2040929)

WhenusingEMCPowerpathwithVxVM5.1SP1onSLES11, set the fast_io_fail_tmo
on the HBA port to any non-zero value that is less than the dev_loss_tmo value
so as to avoid a panic in case a DDL device discovery is initiated by the vxdisk
scandisks command or the vxdctl enable command immediately after loss of
connectivity to the storage.

Upgrading the Linux kernel when the root volume is under DMP control
This section includes the procedures for upgrading the Linux kernel when the
root volume is under DMP control.

Linux kernel can be upgraded on RHEL5 systems without turning off the DMP
native support. Only one reboot is required to bring system LVM volume on DMP
after kernel upgrade.

To update the kernel on a RHEL5 system

1 Update kernel with the rpm command.

# rpm -ivh kernel_rpm

2 Turn on the dmp_native_support tunable:

# vxdmpadm settune dmp_native_support=on

This enables booting with new kernel with LVM devices with DMP.

3 Reboot.

On SLES10 or SLES11

On SLES, the kernel can not be upgraded in a single reboot due to limitation in
mkinitrd command.
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To update the kernel on a SLES10 or SLES11 system

1 Turn off DMP native support

# vxdmpadm settune dmp_native_support=off

2 Reboot the system.

3 Upgrade kernel using the rpm command

# rpm -ivh kernel_rpm

4 Turn on DMP native support.

# vxdmpadm settune dmp_native_support=on

5 Reboot the system to bring the root LVM volume under DMP control.

Adding a DMP device or its OS device path as a foreign disk is not
supported (2062230)

When DMP native support is enable, adding a DMP device or its OS device path
as a foreign disk using the vxddladm addforeign command is not supported.
Using this command can lead to unexplained behavior.

Turning off the DMP native support does not reset the preferred_names
field in lvm.conf to the original values (2421823)

When you turn off the native support, the preferred_names field in lvm.conf is
not reset to the original value. LVMdoesnot function correctlywithDeviceMapper
Volumes.

Workaround: Manually edit the lvm.conf file, and then Run vgscan command

DMP native support is not persistent after upgrade to 6.0 (2526709)
The DMP tunable parameter dmp_native_support is not persistent after upgrade
to DMP 6.0. After you upgrade, set the tunable parameter using the following
command:

# vxdmpadm settune dmp_native_support=on
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After rebooting the array controller for CX4-240-APF array, I/O errors
occur on shared file systems (2616315)

For Linux hosts, rebooting the array controller for a CX4-240-APF array may
result in I/O errors on shared file systems.

Work-around:

To work around this issue

◆ Set the tunable parameter dmp_lun_retry_timeout to 120 seconds before
rebooting the array controller.

# vxdmpadm settune dmp_lun_retry_timeout=120

Oracle ASM support with VxVM on SLES 10 requires symlink for raw
devices to be created (2556467)

For Oracle ASM support to work with Veritas Volume Manager (VxVM) on SLES
10, a symlink is required.Otherwise,DynamicMulti-Pathing (DMP) doesnot create
raw devices on reboot.

Workaround:

For Oracle ASM support to work with VxVM on SLES 10, before installing VxVM,
create a symlink to /usr/sbin/raw under /bin using the following command:

# ln -s /usr/sbin/raw /bin/raw

Issues related to installation
This section describes the known issues during installation and upgrade.

Stopping the installer during an upgrade and then resuming
the upgrade might freeze the service groups (2591399)
The service groups freeze due to upgrading using the product installer if you
stopped the installer after the installer already stopped some of the processes
and then resumed the upgrade.

Workaround: You must unfreeze the service groups manually after the upgrade
completes.
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To unfreeze the service groups manually

1 List all the frozen service groups

# hagrp -list Frozen=1

2 Unfreeze all the frozen service groups:

# haconf -makerw

# hagrp -unfreeze service_group -persistent

# haconf -dump -makero

Incorrect error messages: error: failed to stat, etc. (2120567)
During installation, you may receive errors such as, "error: failed to stat /net: No
such file or directory." Ignore thismessage. You aremost likely to see thismessage
on a node that has a mount record of /net/x.x.x.x. The /net directory, however, is
unavailable at the time of installation.

EULA changes (2161557)
The locations for all EULAs have changed.

The English EULAs now appear in /product_dir/EULA/en/product_eula.pdf

TheEULAs for Japanese andChinesenowappear in those language in the following
locations:

The Japanese EULAs appear in /product_dir/EULA/ja/product_eula.pdf

The Chinese EULAs appear in /product_dir/EULA/zh/product_eula.pdf

During product migration the installer overestimates disk
space use (2088827)
The installer displays the space that all the product RPMs and patches needs.
During migration some RPMs are already installed and during migration some
RPMs are removed. This releases disk space. The installer then claimsmore space
than it actually needs.

Workaround: Run the installer with -nospacecheck option if the disk space is
less than that installer claims but more than actually required.

Error messages in syslog (1630188)
If you install or uninstall a product on a node, youmay see the followingwarnings
in syslog: /var/log/message. These warnings are harmless and can be ignored.

Dynamic Multi-Pathing Release Notes
Known issues

24



Jul 6 10:58:50 swlx62 setroubleshoot: SELinux is preventing the

semanage from using potentially mislabeled files

(/var/tmp/installer-200907061052eVe/install.swlx62.VRTSvxvm). For

complete SELinux messages. run sealert -l ed8978d1-0b1b-4c5b-a086-

67da2a651fb3

Jul 6 10:58:54 swlx62 setroubleshoot: SELinux is preventing the

semanage from using potentially mislabeled files

(/var/tmp/installer-200907061052eVe/install.swlx62.VRTSvxvm). For

complete SELinux messages. run sealert -l ed8978d1-0b1b-4c5b-a086-

67da2a651fb3

Jul 6 10:58:59 swlx62 setroubleshoot: SELinux is preventing the

restorecon from using potentially mislabeled files

The -help option for certain commands prints an erroneous
argument list (2138046)
For installsf, installat, and the installdmp scripts , although the -help option
prints the -security, -fencing, -addnode options as supported, they are in fact
not supported. These options are only applicable for high availability products.

Web installer does not ask for authentication after the first
session if the browser is still open (2509330)
If you install or configureDynamicMulti-Pathing and then close theWeb installer,
if you have other browser windows open, the Web installer does not ask for
authentication in the subsequent sessions. Since there is no option to log out of
the Web installer, the session remains open as long as the browser is open on the
system.

Workaround: Make sure that all browser windows are closed to end the browser
session and subsequently log in again.

Stopping theWeb installer causesDevice Busy errormessages
(2633924)
If you start theWeb installer, and thenperformanoperation (such as prechecking,
configuring, or uninstalling), you may get an error message saying the device is
busy.

Workaround: Do one of the following:

■ Kill the start.pl process.

■ Start the webinstaller again. On the first Web page you see that the session is
still active. Either take over this session and finish it or terminate it directly.
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Software limitations
This section covers the software limitations of this release.

See the corresponding Release Notes for a complete list of software limitations
related to that component or product.

See “Documentation” on page 27.

DMP behavior on Linux SLES11 when connectivity to a path is lost
(2049371)

On SLES 11, when the connectivity to a path is lost, the SLES 11 kernel removes
the device path from its database. DMP reacts to the UDEV event that is raised in
this process, and marks the device path as DISABLED[M]. DMP will not use the
path for further I/Os. Unlike on other flavours of Linux, the path state is
DISABLED[M] instead ofDISABLED. Subsequently, if the path comes back online,
DMP responds to the UDEV event to signal the addition of device path into SLES
11 kernel. DMP enables the path and changes its state to ENABLED.

DMP settings for NetApp storage attached environment
To minimize the path restoration window and maximize high availability in the
NetApp storage attached environment, change the default values for the DMP
tunable parameters.

Table 1-6 describes the DMP tunable parameters and the new values.

Table 1-6 DMP settings for NetApp storage attached environment

Default valueNew valueDefinitionParameter name

300 seconds.60 seconds.DMP restore daemon
cycle

dmp_restore_internal

300 seconds.120 seconds.DMP path aging
tunable

dmp_path_age

The change is persistent across reboots.
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To change the tunable parameters

1 Issue the following commands:

# vxdmpadm settune dmp_restore_internal=60

# vxdmpadm settune dmp_path_age=120

2 To verify the new settings, use the following commands:

# vxdmpadm gettune dmp_restore_internal

# vxdmpadm gettune dmp_path_age

LVM volume group in unusable state if last path is excluded from DMP
(1976620)

When a DMP device is used by a native LVM volume group, do not exclude the
last path to the device. This can put the LVM volume group in an unusable state.

Documentation
Product guides are available in the PDF format on the software media in the
/product_name/docs directory. Additional documentation is available online.

Make sure that you are using the current version of documentation. The document
version appears on page 2 of each guide. The publication date appears on the title
page of each document. The latest product documentation is available on the
Symantec website.

http://sort.symantec.com/documents

Documentation set
Table 1-7 lists the documentation for Veritas Dynamic Multi-Pathing.

Table 1-7 Veritas Dynamic Multi-Pathing documentation

File nameDocument title

dmp_notes_60_lin.pdfVeritas Dynamic Multi-Pathing Release Notes

dmp_install_60_lin.pdfVeritasDynamicMulti-Pathing InstallationGuide

dmp_admin_60_lin.pdfVeritas Dynamic Multi-Pathing Administrator's
Guide
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If you use Veritas Operations Manager (VOM) to manage Veritas Storage
Foundation and High Availability products, refer to the VOM product
documentation at:

http://sort.symantec.com/documents

Manual pages
Themanual pages forVeritas StorageFoundation andHighAvailability Solutions
products are installed in the /opt/VRTS/man directory.

Set the MANPATH environment variable so the man(1) command can point to the
Veritas Storage Foundation manual pages:

■ For the Bourne or Korn shell (sh or ksh), enter the following commands:

MANPATH=$MANPATH:/opt/VRTS/man

export MANPATH

■ For C shell (csh or tcsh), enter the following command:

setenv MANPATH ${MANPATH}:/opt/VRTS/man

See the man(1) manual page.

Manual pages are divided into sections 1, 1M, 3N, 4, and 4M. Edit the man(1)
configuration file /etc/man.config to view these pages.
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To edit the man(1) configuration file

1 If you use the man command to access manual pages, set LC_ALL to “C” in
your shell to ensure that the pages are displayed correctly.

export LC_ALL=C

See incident 82099 on the Red Hat Linux support website for more
information.

2 Add the following line to /etc/man.config:

MANPATH /opt/VRTS/man

where other man paths are specified in the configuration file.

3 Add new section numbers. Change the line:

MANSECT 1:8:2:3:4:5:6:7:9:tcl:n:l:p:o

to

MANSECT 1:8:2:3:4:5:6:7:9:tcl:n:l:p:o:3n:1m
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