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Introducing Veritas Cluster
Server

This chapter includes the following topics:
= About Veritas Cluster Server

= About cluster control guidelines

= About the physical components of VCS
= Logical components of VCS

= Putting the pieces together

About Veritas Cluster Server

Veritas Cluster Server (VCS) from Symantec connects multiple, independent systems
into a management framework for increased availability. Each system, or node,
runs its own operating system and cooperates at the software level to form a cluster.
VCS links commodity hardware with intelligent software to provide application
failover and control. When a node or a monitored application fails, other nodes can
take predefined actions to take over and bring up services elsewhere in the cluster.

How VCS detects failure

VCS detects failure of an application by issuing specific commands, tests, or scripts
to monitor the overall health of an application. VCS also determines the health of

underlying resources by supporting the applications such as file systems and network
interfaces.

VCS uses a redundant network heartbeat to differentiate between the loss of a
system and the loss of communication between systems. VCS can also use
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SCSI3-based membership coordination and data protection for detecting failure on
a node and on fencing.

See “About cluster control, communications, and membership” on page 45.

How VCS ensures application availability

When VCS detects an application or node failure, VCS brings application services
up on a different node in a cluster.

Figure 1-1 shows how VCS virtualizes IP addresses and system names, so client
systems continue to access the application and are unaware of which server they
use.

Figure 1-1 VCSvirtualizes IP addresses and system names to ensure application

availability
IP Address
Application
Storage Storage

For example, in a two-node cluster consisting of db-server1 and db-server2, a virtual
address may be called db-server. Clients access db-server and are unaware of
which physical server hosts the db-server.

About switchover and failover

Switchover and failover are the processes of bringing up application services on a
different node in a cluster by VCS. The difference between the two processes is

as follows:

Switchover A switchover is an orderly shutdown of an application and its supporting
resources on one server and a controlled startup on another server.

Failover A failover is similar to a switchover, except the ordered shutdown of

applications on the original node may not be possible due to failure of
hardware or services, so the services are started on another node.
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About cluster control guidelines

Most applications can be placed under cluster control provided the following
guidelines are met:

= Defined start, stop, and monitor procedures
See “ Defined start, stop, and monitor procedures” on page 31.

= Ability to restart in a known state
See “ Ability to restart the application in a known state” on page 32.

= Ability to store required data on shared disks
See “ External data storage” on page 32.

= Adherence to license requirements and host name dependencies
See “ Licensing and host name issues” on page 33.

Defined start, stop, and monitor procedures

The following table describes the defined procedures for starting, stopping, and
monitoring the application to be clustered:

Start procedure

Stop procedure

The application must have a command to start it and all resources it
may require. VCS brings up the required resources in a specific order,
then brings up the application by using the defined start procedure.

For example, to start an Oracle database, VCS must know which Oracle
utility to call, such as sqlplus. VCS must also know the Oracle user,
instance ID, Oracle home directory, and the pfile.

An individual instance of the application must be capable of being
stopped without affecting other instances.

For example, You cannot kill all httpd processes on a Web server
because it also stops other Web servers.

If VCS cannot stop an application cleanly, it may call for a more forceful
method, like a kill signal. After a forced stop, a clean-up procedure may
be required for various process-specific and application-specific items
that may be left behind. These items include shared memory segments
or semaphores.

31
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Monitor procedure The application must have a monitor procedure that determines if the
specified application instance is healthy. The application must allow
individual monitoring of unique instances.

For example, the monitor procedure for a Web server connects to the
specified server and verifies that it serves Web pages. In a database
environment, the monitoring application can connect to the database
server and perform SQL commands to verify read and write access to
the database.

If a test closely matches what a user does, it is more successful in
discovering problems. Balance the level of monitoring by ensuring that
the application is up and by minimizing monitor overhead.

Ability to restart the application in a known state

When you take an application offline, the application must close out all tasks, store
data properly on shared disk, and exit. Stateful servers must not keep that state of
clients in memory. States should be written to shared storage to ensure proper
failover.

Commercial databases such as Oracle, Sybase, or SQL Server are good examples
of well-written, crash-tolerant applications. On any client SQL request, the client is
responsible for holding the request until it receives acknowledgement from the
server. When the server receives a request, it is placed in a special redo log file.
The database confirms that the data is saved before it sends an acknowledgement
to the client. After a server crashes, the database recovers to the last-known
committed state by mounting the data tables and by applying the redo logs. This
returns the database to the time of the crash. The client resubmits any outstanding
client requests that are unacknowledged by the server, and all others are contained
in the redo logs.

If an application cannot recover gracefully after a server crashes, it cannot run in
a cluster environment. The takeover server cannot start up because of data
corruption and other problems.

External data storage

The application must be capable of storing all required data and configuration
information on shared disks. The exception to this rule is a true shared nothing
cluster.

See “About shared nothing clusters” on page 60.

To meet this requirement, you may need specific setup options or soft links. For
example, a product may only install in /usr/local. This limitation requires one of the
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following options: linking /usr/local to a file system that is mounted from the shared
storage device or mounting file system from the shared device on /usr/local.

The application must also store data to disk instead of maintaining it in memory.
The takeover system must be capable of accessing all required information. This
requirement precludes the use of anything inside a single system inaccessible by
the peer. NVRAM accelerator boards and other disk caching mechanisms for
performance are acceptable, but must be done on the external array and not on
the local host.

Licensing and host name issues

The application must be capable of running on all servers that are designated as
potential hosts. This requirement means strict adherence to license requirements
and host name dependencies. A change of host names can lead to significant
management issues when multiple systems have the same host name after an
outage. To create custom scripts to modify a system host name on failover is not
recommended. Symantec recommends that you configure applications and licenses
to run properly on all hosts.

About the physical components of VCS

A VCS cluster comprises of systems that are connected with a dedicated
communications infrastructure. VCS refers to a system that is part of a cluster as
a node.

Each cluster has a unique cluster ID. Redundant cluster communication links connect
systems in a cluster.

See “About VCS nodes” on page 33.
See “About shared storage” on page 34.

See “About networking” on page 34.

About VCS nodes

VCS nodes host the service groups (managed applications and their resources).
Each system is connected to networking hardware, and usually to storage hardware
also. The systems contain components to provide resilient management of the
applications and to start and stop agents.

Nodes can be individual systems, or they can be created with domains or partitions
on enterprise-class systems or on supported virtual machines. Individual cluster
nodes each run their own operating system and possess their own boot device.
Each node must run the same operating system within a single VCS cluster.
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VCS is capable of supporting clusters with up to 64 nodes. Symantec has tested
and qualified configurations of up to 32 nodes at the time of the release. For more
updates on this support, review the Late-Breaking News TechNote on the Symantec
Technical Support Web site :

http://www.symantec.com/docs/TECH164885

You can configure applications to run on specific nodes within the cluster.

About shared storage

Storage is a key resource of most applications services, and therefore most service
groups. You can start a managed application on a system that has access to its
associated data files. Therefore, a service group can only run on all systems in the
cluster if the storage is shared across all systems. In many configurations, a storage
area network (SAN) provides this requirement.

You can use I/O fencing technology for data protection. I/O fencing blocks access
to shared storage from any system that is not a current and verified member of the
cluster.

See “ Cluster topologies and storage configurations” on page 58.

About networking
Networking in the cluster is used for the following purposes:
= Communications between the cluster nodes and the customer systems.
= Communications between the cluster nodes.

See “About cluster control, communications, and membership” on page 45.

Logical components of VCS

VCS is comprised of several components that provide the infrastructure to cluster
an application.

See “About resources and resource dependencies” on page 35.
See “Categories of resources” on page 36.

See “About resource types” on page 36.

See “About service groups” on page 37.

See “Types of service groups” on page 37.

See “About the ClusterService group” on page